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Abstract

In order to study X-ray properties of black hole binaries in so-called Low/Hard state, we analyzed

0.5–300 keV data of Cyg X-1, taken with the X-ray Imaging Spectrometer and the Hard X-ray

Detector onboard the X-ray satellite Suzaku. The data were acquired on 25 occasions from 2005 to

2009, with a total exposure of ∼ 450 ks. The source was in the Low/Hard state throughout, and the

0.5–300 keV luminosity changed by a factor of 4, corresponding to 2–10% of the Eddington limit for

a 10 M⊙ black hole.

Among the 25 data sets, the first one was already analyzed by Makishima et al. (2008), who

successfully reproduced the wide-band spectrum by a linear combination of an emission from a

standard accretion disk, soft and hard Comptonization continua, and reprocessed features. Given

this, we analyzed the 25 data sets for intensity-related spectral changes, on three different time scales

using different analysis methods. One is the source behavior on time scales of days to months, studied

via direct comparison among the 25 spectra which are averaged over individual observations. Another

is spectral changes on time scales of 1–2 seconds, revealed through “intensity-sorted spectroscopy”.

The other is spectral changes on time scales down to ∼ 0.1 seconds, conducted using “shot analysis”

technique which was originally developed by Negoro et al. (1997) with Ginga. These studies partially

incorporated spectral fitting in terms of a thermal Comptonization model. We payed great attention

to instrumental problems caused by the source brightness, and occasional “dipping” episodes which

affects the Cyg X-1 spectrum at low energies. The shot analysis incorporated a small fraction of XIS

data that were aken in the P-sum mode with a time resolution of 7.8 msec.

Through these consistent analyses of all the 25 data sets, we found that a significant soft X-

ray excess develops as the source gets brighter. Comparing results from the different time scales,

the soft excess was further decomposed into two different components; a harder one which varies

on < 1 sec time scales, and a softer one which varies on >day time scales but remains constant

during fast (∼ 1 sec) variations. The former and latter was successfully identified with the soft

Compton continuum and directly-visible disk emission, respectively. These results confirm, in a rather

model independent manner, the spectrum decomposition employed by Makishima et al. (2008).

Furthermore, by inspecting continuum shapes above a few keV, we found that, on all the time scales

studied here, the X-ray intensity becomes higher when a larger fraction of disk photons get into the

Comptonizing corona, accompanied by a decrease in the Compton y parameter.
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We successfully obtained shot profiles with a time resolution of 0.1 sec, in several energy bands

covering 10–200 keV. The profiles, which are basically very symmetric with respect to time, in

fact involve subtle asymmetry, which becomes rather prominent above 100 keV. Specifically, the y-

parameter and the Compton electron temperature both decrease gradually through the rising phase

of the shot, but these parameters suddenly return to their time-averaged values immediately (< 0.1

sec) past the shot peak. These results agree with those from Negoro et al. (1997), and extend them

into much higher energies. We discuss physical conditions which any successful shot model should

explain, and present a few possible examples.



Chapter 1

INTRODUCTION

Black hole is one of the fundamental and most enigmatic concepts predicted by general relativity.

Through extensive observational studies over the past four decades, it has been confirmed that black

holes indeed exist in the Universe at least in two forms; massive ones at the center of most of galaxies,

and black-hole binaries detected in our Galaxy and the Magellanic clouds. The present thesis focuses

on the latter.

A black-hole binary is a binary system consisting of a stellar-mass black hole and a star, and emits

electromagnetic (mostly X-ray) radiation luminosity as high as ∼ 1038 erg s−1, from a region only

∼ 100 km or less. Such a huge amount of radiation energy can be explained only by gravitational

energy release via mass accretion onto the black hole. Depending on the mass accretion rate, these

objects are known to exhibit several distinct spectral states. Among them, so-called High/Soft state

has been accurately understood in terms of standard accretion disks and general-relativisitic orbit

stability around black holes. In contrast, so-called Low/Hard state, characterized by very hard

spectra and rapid variability, is far less understood, in spite of its investigation over decades.

The Japanese cosmic X-ray satellites, Hakucho, Tenma, Ginga, and ASCA, have been playing

essential role in the study of black-hole binaries. Now, the 5th Japanese X-ray observatory Suzaku,

launched by JAXA on 2005 July 10, is continuing active researches. Utilizing its high sensitivity over

a wide energy range of ∼ 0.5 to ∼ 300 keV, Suzaku is expected to provide the most powerful X-ray

diagnostics of black-hole binaries in the Low/Hard state. In particular, the unprecedented sensitivity

for hard X-rays, realized by the Hard Xray Detector (HXD), is considered essential. Given these, we

have conducted extensive Suzaku observations of the black-hole binary Cygnus X-1, which is the first

celestial object that has ever been identified as such in the former 1970’s. In the present thesis, we

analyze the obtained data for intensity-correlated spectral changes, both on long (days to months)

1
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and short (0.1–1 sec) time scales.

In Chapter 2, we review basic properties of black-hole binaries with emphasis on their X-ray

properties. Chapter 3 describes detailed performance of the Suzaku satellite, including the HXD

instrument and improvements of its in-orbit calibration that have been performed by the present

author. Chapter 4 explains Suzaku observations of Cyg X-1 utilized in the present thesis, and

reduction of the acquired data. Our detailed data analysis and the obtained results are presented

in Chapter 5. Then, we discuss the obtained results in Chapter 6, followed by a brief summary and

conclusion in Chapter 7.



Chapter 2

REVIEW

To observationally demonstrate the existence of black holes became one of the most challenging issues

in astrophysics in the late 20th century. Suppose one electron is tossed to a black hole from infinity,

then it obtains a gravitational energy of mec
2/6 ∼100 keV, which correspond to hard X-ray energies.

This is the reason why a mass-accreting black hole emits most of its power in X-rays. Since the first

discovery of celestial X-ray sources (Giacconi et al. 1962), X-rays have been an essential probe to

study energetic astrophysical phenomena, including in particular mass accretion onto black holes.

Starting with the first discovery of a black hole binary Cyg X-1 in the early 1970’s, observational

and theoretical studies of accreting black holes have been extensively performed, and have achieved

many pieces of convincing evidence for the existence of black holes. Now in the 21th century, we are

on the verge of sophisticating our understanding of black holes under tighter connection with general

relativity.

2.1 Mass Accreting Stellar-Mass Black Holes

2.1.1 The discovery of black hole binaries

There are two basic criteria for identifying a celestial object as a stellar-mass black hole.

• It should be a luminous ( & 1037 erg/s) X-ray point source.

• It should have a mass higher than 3 M⊙.

In most cases, an object which satisfies the former condition is a neutron star, a white dwarf, or

possibly a black hole, experiencing mass accretion. A white dwarf cannot have a mass exceeding the

3
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Chandrasekhar limit (≅ 1.4 M⊙). The maximum mass of a neutron star is less certain but probably

less than 3 M⊙. Thus, an object which satisfies both conditions is considered to be a black hole.

Since such an X-ray emitting black hole must be gravitationally powered by mass accretion, and a

sufficient amount of accretion fuel can be supplied only from a very close-by star, such a black hole is

almost certainly in a binary system, to be called a black-hole binary. This provides the only feasible

and established method of finding/identifying a stellar-mass black hole.

Although to determine the mass of an object is not necessarily easy, deriving its lower limit is

relatively straightforward if the object forms a binary system. When the mass-donating companion

star has a circular orbit about the center of mass, its radial velocity amplitude K, which can be

measured with optical observation, is given by

2π

P
a sin i = K, (2.1)

where a is the distance from the center of the companion to the center of mass, i is the inclina-

tion of the binary plane, and P is the orbital period. Using the Kepler’s law, G (M1 + M2) =

a3
(
1 + M1

M2

)3 (
2π
P

)2
, and eliminating a using equation (2.1), we obtain a quantity

f ≡ M3
1 sin3 i

(M1 + M2)2
=

K3P

2πG
, (2.2)

where M1 and M2 are masses of the compact and companion stars, respectively. This is a quantity

called “mass function”, which has a dimension of mass, and can be expressed by observables, namely

P and K.

Cygnus X-1, or hereafter Cyg X-1, is one of handful Galactic X-ray sources that had been known

from early days (mid 1960s) of cosmic X-ray studies. In 1971, Oda et al. observed Cyg X-1 with

Uhuru, the world’s first X-ray satellite, and found, as shown in figure 2.1, rapid and intense variability

from the source. Based on these peculiar characteristics, they argued that

The existence of variations in intensity by factors of 2 in 800 seconds requires that
at least 50 percent of the emission occur in a region smaller than 1 a.u. ... the rapid
rotational period requires that the rotating star be a collapsed object, such as a neutron
star or a black hole (Oda et al. 1971).

This was the very first occasion when any specific celestial object was ever suspected as a black hole.

As detailed in Oda (1977), the object was soon after optically identified with a 9.5 mag supergiant

star, HDE 226868. In a few years, extensive optical observations revealed the orbital period of P=5.6

days, and the Doppler velocity of K = 75 km s−1, and hence a mass function of f = 0.22M⊙. Further

employing optical estimates of i ∼ 30◦ and M2 ∼ 30M⊙, the compact-object mass was constrained
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by equation (2.2) as M1 > 9.5 M⊙(Paczynski 1974). Thus, Cyg X-1 has been established as the first

of the black hole binaries.

Figure 2.1: An X-ray light curve of Cyg X-1 for 10 seconds with a bin size of 0.096 seconds, taken

with the Uhuru satellite on 1971 March 6. The solid lines is the time-dependent detector response

(Oda et al. 1971).

2.1.2 Detailed Parameters of black hole binaries

Following Cyg X-1, a total of ∼ 20 black hole binaries have been catalogued in the local universe.

Another ∼ 20 systems have been called black hole candidates, since they lack optical measurements

but show X-ray spectral and temporal properties similar to those of black hole binaries (Tanaka &

Lewin 1995). Detailed properties of these established or candidate black-hole binaries are summa-

rized in the review paper by Remillard & McClintock (2006). In the present thesis, we treat these

candidate systems also as black-hole binaries, because accumulation of 4 decades of X-ray observa-

tions, including in particular contributions from Japan (Oda 1977; Maejima et al. 1984; Makishima

et al. 1986, 2000; Ebisawa et al. 1993; Miyamoto et al. 1991, 1993), has established empirical ways

to tell black holes from neutron stars.

Figure 2.2 shows a schematic sketch of 16 black hole binaries in the Milky Way with reasonably

accurate dynamical data. Some of them are long-period systems containing hot or cool supergiants

(Cyg X-1 and GRS 1915+105), while the others are mostly compact systems with K-dwarf compan-

ions.

Among the 20 black hole binaries, only 3 are persistently bright X-ray sources: Cyg X-1, LMC

X-1, and LMC X-3. The others are transients, while GRS 1915+105 remains bright since it first
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Figure 2.2: Scale drawing of 16 black-hole binaries in the Milky Way. The Sun-Mercury distance (0.4

au) is shown at the top. The estimated binary inclination is indicated by the tilt of the accretion disk.

The color of the companion star roughly indicates its surface temperature (Remillard & McClintock

2006).
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known eruption in August 1992. Table 2.1 presents basic parameters of the three persistent sources,

as well as the transient source A0620-00 which reached an intensity of ∼ 50 Crab during 1975–1976

outburst. As the measurements improved, the values of M , i, and D of LMC X-1 are determined

accurately (Orosz et al. 2007, Orosz et al. 2009). The measurements are critically important to

estimate the inner radius of the accretion disk or black hole spin.

Interestingly, the persistently bright three have high-mass companion stars, while the remaining

transient sources have low-mass stars. Although there are some recent works on population synthesis

of black holes (cf. Krzysztof et al 2004), the birth of the black hole binaries are still unknown.

Observationally, no black hole binaries associated with a supernova remnant have been so far found,

possibly providing some hint to the mystery.

Table 2.1: The basic parameters of Cyg X-1, LMC X-1, LMC X-3 and A0620-00.

Source D (kpc) i f(M⊙) companion star M P (days)

Cyg X-1 2.5a1 45 a2 0.24 ± 0.01 O9.7Iab 10–16 5.6

LMC X-1 48.10 ± 2.22 b1 36.38 ± 2.02 0.14 ± 0.05 O7-9III 10.91 ± 1.54 4.23

LMC X-3 48.1 67c1 2.3 ± 0.3 B3V ∼ 10 1.7

A0620 1.06 ± 0.12d1 51.1 ± 0.9 K5V 3.18 ± 0.16 6.61 ± 0.25d1 7.75(h)

a a1: Margon et al. 1973, a2 : Abubekurov et al. 2004,

b b1: Orosz et al. 2007, 2009

c c1: Kuiper et al. (1988)

d d1: Cantrell et al. (2010),

2.1.3 X-ray Estimation of black hole masses

Figure 2.3 shows several spectra of the black hole binary GX 339-4, obtained with Tenma (Makishima

et al. 1986). The spectra were decomposed into three components: an ultra soft component, a

hard powerlaw, and an Fe-K line. The first soft component is well reproduced by so-called multi-

color disk model (the MCD model; Mitsuda et al. 1984, Makishima et al. 1986) or alternatively

disk-blackbody (diskBB) model, which is a convenient approximation to a specific superposition of

blackbody emission from standard accretion disk, formulated by Shakura & Sunyaev (1973).
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Figure 2.3: (left) Detector-response-inclusive spectra of GX 339-4 obtained with the Tenma GSPC,

on (a) 1983 May 9, (b) May 11, and (c) May 14. The fitting model is composed of a diskBB, a

powerlaw, and an Fe-K emission line. (right) Half-day averages of the spectral parameters: rin

√
cos i

assuming d = 4 kpc, the disk temperature, the powerlaw flux, and a hard-tail photon index are

shown from top to bottom. The three spectra in the left panel are indicated by arrows (Makishima

et al. 1986).

A standard disk is an optically-thick and geometrically-thin accretion disk, where thermal equi-

librium is assumed to form locally. Thus, the luminosity of the disk is expressed as

Ldisk = 2

∫ ∞

Rin

2πrσTeff(r)4dr = 4πr2
inσT 4

in, (2.3)

where Teff(r) = Tin(r/rin)
−3/4 is the local effective temperature derived from the virial theorem, while

rin and Tin are the inner radius and the disk temperature therein. The emergent energy spectrum,

or the MCD spectrum, is formulated as a function of the photon energy E as

f(E) =
8πr2

in cos i

3d2

∫ Tin

Tout

(
T

Tin

)−11/3

B(E, T )
dT

Tin

, (2.4)

where B(E, T ) is the Plankian function of temperature T , Tout is the inner disk temperature at the

outer radius and d is the source distance. Equation (2.4) is useful from the observational point of

view, because the values of Tin and (rin/d)
√

cos i can be independently determined by the shape and

normalization of an observed spectrum.

By applying the MCD model to the observed spectra, Makishima et al. (1986) successfully

determined the inner radius of GX 339-4 for the first time. Figure 2.3 shows the time evolution

of the obtained parameters for ∼ 10 days. Although the powerlaw flux changed, the inner radius
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Figure 2.4: Relation between the innermost radius obtained by fitting equation (2.4) to the observed

spectra (with plausible knowledge on d and i), and the mass of its central black hole. The BH

mass refers to the optical determination using equation (2.2), or the Eddington limit mass othewise

(displayed as lower limits). Filled circles, filled squares, and open circles represent “ultra-luminous X-

ray sources” in nearby galaxies, Galactic jet sources, and other BH binaries, respectively (Makishima

et al. 2000).



CHAPTER 2. REVIEW 10

remained surprisingly constant. Supposing that this constancy must have some physical origin,

Makishima et al. (1986) identified rin with the radius of marginally stable circular orbit around a

non-spinning black hole of mass M , namely

Rms = 6Rg = 6
GM

c2
, (2.5)

where Rg ≡ GM/c2 is the gravitational radius. Thus, by identifying the observed rin with this Rms,

we can estimate the black hole mass from the X-ray data alone, if d and i are somehow estimated.
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Figure 2.5: The long-term history of the inner radius of LMC X-3, obtained with eight satellites.

The median value for the RXTE data is shown as a red dashed line (Steiner et al. 2010). Here rin is

expressed in terms of rg, calculated from the parameters in table 2.1

After many works on the constancy of rin (e.g., Ebisawa et al. 1993), the assumption of rin = Rms

was closely re-examined, and confirmed by Makishima et al. (2000). Figure 2.4 shows the relation

between the mass obtained with optical measurements and the inner radius measured by X-rays. The

data points of Cyg X-1, LMC X-1, and LMC X-3, as well as the other transient source, GS 2000+25,

lie within errors on the line of rin = 6Rg. Some other sources fall in the region of Rg < rin < 6Rg,

where black hole with non-zero angular momenta (or“ spinning”ones) are expected; Rms decrease

to ∼ 1.24Rg, in the case of prograde equatorial Keplerian orbits around a maximally rotating black

hole. Therefore, the X-ray measurements support the existence of the last stable orbit, which, in

other words, provide supporting evidence for the existence of a black hole. Consistently, an accreting

non-magnetic neutron star exhibits an MCD component in its spectrum, and in addition, a harder

blackbody component (ascribed to emission from the neutron-star surface) that is absent in accreting
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black holes (Mitsuda et al. 1984; Makishima et al. 1986). We can thus conclude that the X-ray

measurements can constrain the masses of accreting black holes.

Recently, our knowledge on the constancy of the inner radius was reinforced by the results of

Steiner et al (2010). Figure 2.5 shows the long-term history of rin of LMC X-3, measured by 8

missions over ∼ 30 years, while the source intensity changed by a factor of & 5. The author is

included as one of the co-authors, based on his contribution in the Suzaku data analysis as plotted

in cyan in figure 2.5. There is thus no doubt that this black hole binary has an accretion disk with

a constant inner radius.

Compared to the relative measurements of rin, to determine its absolute value is highly difficult,

since we need to know parameters with a high precision; the distance and the inclination, as well

as expected deviations of actual spectra from the simplified MCD model. Major non-ideal effects

include inner boundary conditions and the color hardening effect by Compotonization (Shimura &

Takahara 1995).

In producing figure 2.4 (Makishima et al. 1986), these effects were taken into account in a

phenomenological way. Recently, more rigorous models, such as those including effects of general rel-

ativistic beaming and bending, and non-locally thermal equilibrium condition, are being constructed

(e.g., Davis et al. 2006); in fact, figure 2.5 utilizes the latest disk model. Although these models

are difficult to calibrate from an observational viewpoint, one attempt is complied by Kubota et al.

(2010) with the Suzaku spectra of LMC X-3. When these advanced theoretical models are fully

calibrated by observations, it may become possible to determine the black hole spin through fitting

of such continuum models to observed X-ray spectra.

2.1.4 Eddington Limit

When we systematically study and compare accreting black holes with different M , it is convenient

to normalize their luminosity to the Eddington limit. It is derived by equating the radiation force

and the gravitational force, and is expressed as

LE = 1.25 × 1039

(
M

10M⊙

)
erg s−1. (2.6)

This is a fundamental quantity for accretion flows, and gives the maximum radiation luminosity

that can be radiated steadily and isotropically. This limit could be exceeded if the accretion flow is

not spherically symmetric.
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2.2 X-ray properties of Black Hole Binaries

2.2.1 Black hole binaries in Low/Hard state

In contrast to the ultra soft spectra of GX 339-4 (§2.3), some, if not all, black hole binaries sometimes

show a very hard spectra, mainly when the luminosity is below a few percent of the Eddington limit.

Such a spectral “state” is called Low/Hard state (e.g., Remillard & McClintock), in contrast to

High/Soft state characterized by the dominant MCD emission like figures 2.3 through 2.5. Figure

2.6 shows a Cyg X-1 spectrum in the Low/Hard state, obtained with a balloon experiment; the

measured hard X-ray (20–200 keV) spectrum is expressed by a powerlaw with a photon index of ∼
1.5, modified by an exponential cutoff at ∼ 100 keV(e.g., Sunyaev & Trumper 1979).

Figure 2.6: (left) A Cyg X-1 spectrum in the Low/Hard state, observed with an MPI/AIT ballon

experiment. The solid curve represents a Compton model (Sunyaev & Truemper 1979). (right)

A schematic sketch of spectra produced by unsaturated Comptonization of low energy photons by

thermal electrons (Rybicki & Lightman 1979).

Such a spectrum is obviously of some different origin from the MCD emission, and can be ex-

plained by unsaturated Compotonization process, or thermal Comptonization, wherein hot electrons,

or corona, scatter off some soft seed photons and boost them into hard X-ray via inverse Compton

process (Sunyaev & Titarchuk 1980). Figure 2.6 (right) shows a schematics shape of the produced

spectrum, based on an analytical solution to the Kompaneets equation (Kompaneets 1956). Evi-

dently, this is very similar to the observed spectrum in figure 2.6 (left). In this view, the spectral
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cut-off energy reflects the scattering electron temperature Te, whereas the slope Γ of the power-law

shaped section, unless the optical depth is not too small, is determined by so called y-parameter,

which is originally defined as y = 4kTe

mec2
σTNect, where σT is the Thomson cross section, Ne is the

number density of the thermal electrons, c is the light velocity, and t is time spent in the Compton

could. Note that this expression is valid for the constant density of the plasma. When averaging y(t)

for escaping photons in a given geometry, y, or more correctly y, is expressed as

y =
4kTe

mec2
Max(τ, τ 2), (2.7)

where τ is the Thomson optical depth, k is the Boltzman constant, and me is the electron mass.

The measured values of Γ ∼ 1.6 and the cut-off energy imply typically Te ∼ 100 keV and y ∼ 1, and

hence τ ∼ 1.

Thus, the overall spectral shape in the Low/Hard state is explained in term of thermal Comp-

tonization. However, the origin of the fast variation as seen in figure 2.1, as well as detailed properties

of the hot electron clouds and the origin of the seed photons, are still unsolved.

2.2.2 Three spectral states

Through intensive X-ray observations, several distinct spectral states of Cyg X-1 were recognized

shown in figure 2.7. Such spectral states, and occasional transitions among them, have widely

been observed from other black-hole binaries as well, particularly thanks to the NASA ’s Rossi

X-Ray Timing Explorer (RXTE; Swank 1998), has contributed very much to the improvement of

understanding states of black hole binaries. Figure 2.8 shows three spectra in the νFν form and the

associated power density spectra (PDS), observed from GRO J 1655-40 with the RXTE (Remillard

& McClintock 2006). The bottom and middle panels are understood as the source in the Low/Hard

state and the High/Soft state, respectively. In contrast, the top panel reveals the presence of yet

another spectral state, to be called Very High state (Miyamoto et al. 1994). Let as compare the

three states more closely.

In the High/Soft state (middle), the gravitational energies of the accreting matter are radiated

mostly as optically-thick emission from the accretion disk, as seen in figure 2.3, accompanied by a

relatively weak powerlaw without any break up to ∼ 1 MeV. Variations in this state are rather weak,

as evidenced by the PDS which is rather low, and quasi-periodic oscillations (QPOs) are absent or

very weak. In contrast, in the Low/Hard state, the energy spectrum is characterized by a hard

powerlaw component, as already described in §2.2.1 referring to figure 2.6. The variation power is

much higher than in the High/Soft state, and QPOs are frequently observed in this state. In the
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Figure 2.7: An example of the broadband spectra of Cyg X-1, taken with several detectors:

Ginga/OSSE spectrum on 1991 June 6 (black); Beppo-SAX spectrum on 1998 May (blue); Bep-

poSAX spectrum on 1996 September (cyan); BeppoSAX spectrum on 1996 shown together with a

CGRO/OSSE and COMPTEL spectra in 1996 June (red); ASCA/RXTE spectrum in 1996 May

(magenta); RXTE spectrum of 1996 May (green). The solid curves give the best-fit Comptonization

models (Zdziarski et al. 2002).
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Figure 2.8: Sample spectra of the black-hole binary GSO J1655-40 representing the three spectral

states: Very High (steep power law), High/Soft (thermal), and Low/Hard (hard) state. The en-

ergy spectrum and power density spectrum for each state are shown in left and right, respectively.

(Remillard & McClintock 2006).
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Very High state which is realized at or above the Eddington limit, the energy spectrum again returns

to a power-low like shape, but the slope is Γ = 2.3–2.5, which is much steeper than the value Γ =

1.5–1.7 found in the Low/High state. In addition, there is a hint of weak disk emission. The PDS

shows different features from those in the other states, and the QPO has also often been observed in

this state.

Figure 2.9: The Ldisk vs. Tin relations of XTE J1550-564. The solid and dotted lines represent

Ldisk ∝ T 4
in and Ldisk ∝ T 2

in, respectively. The data points obtained before including componization

are shown in (a), while those after in (b). The schematics of the interpretation of these Ldisk vs. Tin

diagrams are shown in right (Kubota & Makishima 2004).

Our understanding of the Very/High state has been greatly deepened by Kubota (2000), Kubota

et al. (2001), and Kubota and Makishima (2004), through their systematics analysis of a few luminous

black hole binaries observed with ASCA and RXTE. Figure 2.9 shows a relation between the disk

luminosity Ldisk and its temperature Tin, observed from the transient source XTE J1550-564. On

this plot, the data points should be on the straight line of Ldisk ∝ T 4
in, as long as equation (1.3) is

satisfied, and hence rin is kept unchanged. However, some data points in figure 2.9(a) with higher

temperatures drop off the line.

Considered that the steep power-low in the Very High state is produced when the disk photons

are Comptonized by a relatively cool corona, Kubota & Makishima (2004) re-estimated rin as a sum

of directly visible disk and that supplying photons to the Comptonization process. Then, as shown in

panel (b), the deviating data points returned to the expected Ldisk ∝ T 4
in relation. They thus found

that the inner radius of the disk is still truncated at the last stable orbit in the Very High state.

In addition to the three state known so far, they found another state, called “apparently standard”
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or “slim disk state”, where the data points follow Ldisk ∝ T 2
in relation; this can be explained by so-

called slim disk solution (Abramowics et al. 1988). The interpretation is summarized in figure 2.9

(right), of which the details are compiled in Kubota (2000). Currently, a black hole binary is thus

considered to take four different spectral states, according to its mass accretion rate.

2.2.3 Rapid variations and spectral changes in the Low/Hard state

In contrast to the High/Soft state, where rin was found to be a good “conserved quantity”, the more

featureless spectra in the Low/Hard state have not yielded physically straightforward relations like

that. Instead, by utilizing the intense time variability only seen in the Low/Hard state, temporal

analysis has been performed by many authors. One of the most important works is “shot analysis”

developed by Negoro and his colleagues (1995), because it is a time-domain analysis, and can combine

spectral information in a straightforward way.

Figure 2.10: Average shot profiles and the associated hardness ratio evolution of Cyg X-1, obtained

with Ginga on 1987 (left) and 1990 (middle). The employed energy ranges are; (a) 1.2–36.8 keV, (b)

6.9–13.8 / 1.2–6.9 keV, (c) 13.8–23.0 keV/1.2–6.9 keV, (d) 1.2–58.4 keV, (e) 7.3–14.6 keV/1.2–7.3

keV, and (f) 14.6–21.9 keV/ 1.2–7.3 keV. (right) Spectral ratios to the powerlaw of a photon index

1.56, accumulated at a time of (from top to bottom) -3, -1, -0.5, 0.5, 1, and 3 seconds relative to the

shot peak (Negoro 1997).

Figure 2.10 shows the shot analysis results on Cyg X-1 obtained with Ginga (Negoro 1997). A

shot is a spike-like structure in a light curve as seen in figure 2.1, lasting typically ∼ 0.1–1 sec.
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Superposing a large number of shots supposing that they represent a common phenomenon, Negoro

et al. (1995) and Negoro (1997) obtained an exponentially rising and decaying profile given in figures

2.10(a) and (d). Then, they studied changes of the spectral hardness across the shot, and found that

the spectrum gradually softens towards the shot peak, followed by an immediate return (figure 2.10

left and middle).

Figure 2.10(right) shows how the spectrum (divided by a powerlaw of a photon index of 1.56)

actually evolves along the shot. In agreement with the suggestion from the hardness ratio, the

spectrum indeed softens before the peak (1, 2, and 3 in figure 2.10 right), and suddenly returns

to the pre-shot shape (4, 5, 6). Based on Negoro et al. 1997, Manmoto et al. (1996) showed that

inward-forwarding accreting blob are reflected around the sonic point and reproduced the time-

symmetric shot profiles by calculating one dimensional hydro-dynamical simulations in a advection-

dominated disk. This asymmetric spectral evolution, as well as these shot profiles in higher energies,

must provide a clue to the Low/Hard state. However, after the Ginga satellite, most of the X-ray

observations shifted to the high-resolution spectroscopy, essentially with little advance in the shot

study.

2.2.4 Fe-K line profiles

Some black hole binaries in the Low/Hard state shows flourescent iron-K lines at 6.4 keV, and a

significant K absorption edge of iron near 7.1 keV (Ebisawa 1991). These features are interpreted

as due to a significant contribution of X-rays Thomson-reflected by a cool disk (Tanaka 1991). In

addition, the Fe-K edges structures are often broad, and have been described by so-called smeared

edge model (Ebisawa et al. 1991).

Since the Fe-K line photons are thought to arise at certain positions in the accretion disk, they

are subject to longitudinal and transverse Doppler effects, as well as gravitational redshift. Then,

the Fe-K line profile is expected to be broadened, depending on where the line photons are produced,

and how close the disk inner edge approach the black hole. Studies of these effects were initiated

theoretically by, e.g., Fabian (1989) and Kojima (1991). Figure 2.11(left) shows line profiles obtained

from a theoretical calculation including the relativistic effects. In a rapidly rotating black hole, the

line is broadened by ∼20–40 %, so that the line at 6.4 keV can can be stretched over ∼ 4 to ∼ 7

keV, because the disk gets down to ∼ 1.2 Rg where the relativistic effects become very strong.

The first detection of a relativistically broadened line was reported by Tanaka et al (1995) with

ASCA, from a supermassive black hole residing at the center of the Seyfert gelaxy MCG–6-30-15.
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Figure 2.11: (left) A theoretical calculation of the Fe-K line profile, taking into account general and

special relativistic effects. The assumed inner disk radii in the case of A, B, and C are 6 Rg, 60 Rg,

and 600 Rg, respectively (Kojima 1991). (right) The Suzaku XIS (black) and XMM Newton EPIC-pn

(red) spectra of the Seyfert galaxy MCG 6-30-15, divided by a power law fitted in the 3–4 keV and

7.5–10 keV bands (Miniutti et al. 2007).

Later, the feature was clearly reconfirmed with generation instruments; figure 2.11 shows the Fe-K

line/edge feature from the same object taken with Suzaku and XMM Newton (Miniutti et al. 2007).

From the breadth of the Fe-K line, Miniutti et al. (2007) argued that the black hole in MCG–6-30-15

has nearly the maxinum possible angular momentum.

Recently, these are some claims that black hole binaries also shows these relativistically broadened

lines (Miller et al. 2005). In some objects, the black hole is argued to be an extreme Kerr black hole.

However, counter-arguments to this kind of interpretation have been already made by several groups,

including the present author (Yamada et al. 2009b). An intrinsic difficulty is that a broadened line

looks line a part of continuum, so that its reality is highly dependent on the way of discriminating the

continuum from the line. Thus, the issues of the Fe-K line broadening, and hence of the black-hole

spin, are still in the midst of controversy.

2.2.5 Comptonization

The spectra from Comptonization shown in §2.2.1 employs two approximation: the Fokker-Plank

approximation, which the Kampaneets equation is based on, and the diffusion approximation, in

which the diffusion coefficient is treated as being inversely proportional to the electron density, Ne(r)
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Figure 2.12: (left) The Comptonization of a 6.7 keV line spectrum in a plane-parallel plasma cloud

with an electron temperature of 100 keV, and with optical depths from 0.01 to 3. The analytical

solutions are shown with a solid curves, while the results of Monte Carlo simulation with stepped

lines. Input photons are distributed isotropically and uniformly in the isothermal plane-parallel

plasma cloud. (right) The same one except that the input radiation is Comptonazation of 1-keV

black body radiation from the bottom of a plane-parallel plasma could.
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(Sunyaev & Titarchuk 1980). Although the former approximation is valid for any τ , the latter is

valid only when the optical depth τ of the plasma is relatively large (τ & 3). When τ . 3, we must

perform calculation of Comptonization by expanding the radiation spectra with the number of the

scattering, not by solving differential equation as a function of an escape time or y.

The primary work on calculating the Comptonization with τ . 3, have been performed by

(Nishimura et al. 1986). They analytically solved Comptonization of soft X-ray photons in a plane-

parallel infinite plasma cloud by utilizing the Mellin integral transformation, assuming isotropic

scattering and an non-relativistic velocity distribution for electrons, neglecting the recoil of electrons.

Figure 2.12 shows the analytical solutions for a mono-energetic input and a black body, compared

with those obtained with Monte Carlo simulations. In the former case, input photons are distributed

isotropically and uniformly in the isothermal plane-parallel plasma cloud, while, in the latter case,

those are in the bottom of a plane-parallel plasma could. Their solution agrees well with Monte

Carlo simulation.

In left of figure 2.12, the δ-function spectrum of non-scatterred photons is still prominent, which

is not obtained from Kompaneets equation. Since the spectrum is dominated by a single-scattered

emission for τ < 1, the powerlaw index of the right and left wing at the line center is mostly dependent

on the electron temperature Te, and is approximated by ∼ 1/2[1 ± (πmec
2/2kT

1/2
e ], where me is an

electron mass. Note that large fraction of black body emission when τ = 0.01 is not at all scattered

out by electrons, while small fraction experienced single scattering with a small scatting angle (<

90◦) to escape from the cloud.

A more rigorous Comptonization model, which includes relativistic effects and a viewing angle

dependency, has been studied by Poutanen & Svensson (1996). The model is implemented as compps

in xspec. They accurately solved the radiative transfer and Comptonization in a disk-corona model,

taking into account fully angle dependent, relativistic effects, and polarization. The reflection from

the cold disk is exactly treated by using reflection matrix. They consider corona with slab geome-

try, cylindrical or hemispheric geometry, by dividing a given geometry into horizontal spatial layers

and average the computed radiation field over each layer (over radial and the azimuthal directions),

leaving only the dependence on the zenith angle; in other words, they approximately convert the

two-dimentional problem into a one-dimentional problem. For each geometry, input photons are

isotropically and uniformly distributed on the bottom surface, because they assumed that an ac-

cretion geometry in a Low/Hard state of black hole binaries consist of a geometrically thin disk

covered with geometrically thick disk, or “disk-corona model” (cf. Haardt & Maraschi (1991)). More

specifically, compps have nineteen parameters: an electron temperature or Te, a power-law index of
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electron distribution, a minimum Lorentz factor of electron, a maximum Lorentz factor of electron,

a temperature of soft photons or Tin, a vertical optical depth of the corona or τ , a geometry of

the corona, a scale height or H/R, a cosine of inclination angle, a covering factor of cold clouds, a

amount of reflection Ω/2π or R, an iron abundance in units of solar, an abundance of heavy elements

in units of solar, a disk ionization parameter, a disk temperature for reflection, a power-law index of

reflection emissivity, an inner radius of the disk, an outer radius of the disk, and a redshift. When

Maxwellian electron distribution with Te is assumed, then parameter 2–4 are not used. A scale height

is only used for the cylindrical geometry. The parameters 17 and 18 on a disk are used for applying

gravitational smearing into the reflection component.

Figure 2.13 shows the emergent spectra and polarization of the Compotonized radiation from the

corona and of the reflected radiation from the disk, as well as those from individual scattering orders.

The black body temperature Tbb is taken to be 10 eV. The optical depth τ is defined as the total

vertical Thomson optical depth of the corona (along the symmetry axis in the case of hemispheric

geometry). The spectral shapes with different viewing angles cos θ ≡ ν = 0.11(left), 0.50(right) are

apparently different, where θ is an angle between the bottom surface of the plasma and the observer,

or “inclination”, This is because that the un-scattered component, labelled as ‘0’, from relatively

face-on viewing (µ = 0.5) is more prominent than edge-on (µ = 0.11). As τ becomes smaller from

0.50(top) to 0.05(bottom), the un-scattered component also becomes more transparent. Furthermore,

when τ is 0.05, the overall spectra is not well approximated by a single powerlaw, reflecting a smaller

number of scattering.

2.2.6 Reflection

Spectral hardening characteristic above ∼ 10 keV have been discovered in among Seyfert galaxies by

the Ginga satellite (Pounds et al. 1990; Nandra & Pounds 1994), and in the black hole binary Cyg

X-1(Done et al. 1992; Haardt et al. 1993). Thus a source of hard X-rays are assumed to be located

above some cold medium, e.g., an optically thick accretion disk.

Using a Monte Carlo method, Magdziarz & Zdziarski (1995) derived approximation to Green’s

functions for the Compton reflection of X-rays by a cold slab. The Green’s functions are dependent on

the viewing angle. When an incident spectrum is assumed, the reflected spectrum can be obtained by

convolving the incident spectrum with the Green’s function. This convolution model is implemented

as reflect in xspec, When the incident spectra is a cutoff powerlaw, the model is called pexrav

in xspec. It is also included in a Compton model, such as compps. The only one parameter is the
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Figure 2.13: (top) Emergent νFν spectra from slab-corona and the degree of polarization, as a

function of dimensionless photon energy, x ≡ hν/mec
2, for Θ ≡ kTe/mec

2 = 0.11, τ = 0.50, the black

body temperature Tbb = 10 eV for two viewing angles, cos θ = 0.11 (edge-on), 0.50 (moderately

face-on). Thick solid curves show the overall spectra and polarization, overlaid with the contribution

from some scattering orders. The non-scatterred component consists of the unpolarized black body

radiation, and reflected emission from the cold disk. The scattered components consists of multile

scattered blackbody radiation and multiple scattered radiation. (bottom) The same except for the

case of Θ = 0.69, τ = 0.05.
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Figure 2.14: A broad-band spectra of IC 4329A from ROSAT, Ginga, and OSSE (Madejski et al.

1995). The incident spectrum, the reflected component including a fluorescent Fe Kα line, and the

total is shown in the dashed curve, the dotted one, and the solid one, respectively (Magdziarz &

Zdziarski 1995).
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reflection fraction, as expressed as Ω/2π. Figure shows the wide-band spectra of a typical bright

AGN of IC 4329A. The spectra are well reproduced by a cutoff powerlaw and its reflection.

2.3 Physics of Accretion Disks

2.3.1 Stable disk solutions

X-ray observations provide a strong tool with which we can determine the basic disk parameters

(§2), namely its inner radius, the temperature therein, and the overall luminosity. The accretion disk

itself is a rotating gaseous disk which is formed by accreting matter around a gravitating object, and

has attracted many theoreticians from the viewpoint of fluid dynamics, plasma physics, and general

relativity. As a result, there have been known three stable accretion disk solutions:

• the standard accretion disk solution (Shakura & Sunyaev 1973),

• an advetion-dominated accretion disk solution (Narayan & Yi 1994), and

• a slim disk solution (Abramowics et al. 1988).

Figure 2.15 summarizes these solutions on the Σ vs. Ṁ plane (Abramowics et al. 1988), where

Ṁ is the mass accretion rate and Σ is vertically-integrated surface density. The standard disk is

an optically-thick and geometrically-thin disk, which is located at the lower right. As explained in

§2.1.3, the standard-disk solution must be realized in reality in High/Soft state objects, since the

constancy of the inner radius is a firm observational result. Then, when Ṁ increases, the upper

branch of the equilibrium, a slim disk state, is realized. At this stage, the luminosity exceeds the

Eddionton luminosity, so that this branch is considered appropriate to the “slim disk” state in black

hole binaries (§1.2.2) or Ultra Luminous X-ray sources. The slim disk solution still needs to be

confronted with observations.

When Ṁ decreases, the ADAF brach appears in the lower left in figure 2.15. This solution can

well explain the observed spectra of low luminous galactic nuclei, as well as those of black hole

candidates in the Low/Hard state. This was first applied to Sgr A* by Narayan et al. (1995) and

then to NGC 4258 by Lasota et al. (1996), and further to soft X-ray transients, A0620-00 and V404

Cyg, respectively, by Narayan (1996) and Narayan (1997). The author of this thesis also analyzed

Suzaku data of NGC 4258 and confirmed that it is consistent with the ADAF picture (Yamada et al.

2009a).
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Figure 2.15: (a) Thermal equilibria for optically thick (the right solid S-shaped line) and optically

thin (the left solid line) accretion disks. The upper branches represent advection-dominated solutions.

The parameters assumed are M/M⊙ = 10, R/Rg = 5, and α = 0.1. (b) The same as (a) except for

α = 0.01 (Abramowicz et al. 1995)
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In the right hand of the ADAF brach, there is a Shapiro-Lightman-Eardely disk branch, which

was originally proposed to explain accretion disks in the Low/hard state (Shapiro et al. 1976). Later,

the solution was found to be thermally unstable (Pringle 1976). However, the thermal equilibria in

figure 2.15 is valid only within a single zone approximation. For example, it is still unknown whether

a standard disk and a Shapiro-Lightman-Eardly type can co-exist in a stable manner.

2.3.2 Latest simulation results on accretion flows

Figure 2.16: Perspective view of inflow and outflow patterns, obtained by global, two-dimensional

radiation-magnetohygrodynamic simulations by (Ohsuga et al. 2009), near the black hole for model

A (optically thick and geometrically thick), model B (optically thick and geometrically thin), and

model C (optically thin and geometrically thick). .

In the accretion physics, viscosity plays two important roles: angular momentum transfer and

viscous heating of the disks. The origins of the viscosity is considered to have its origin in turbulent or

magnetic stress. However, it is hard to understand the interaction between them, since the magnetic

field and turbulent should interact with each other. Thus, the numerical simulation is one of the

best ways to tackle them. Another possibility is molecular viscosity, but it is believed to be much

less effective than the others, since the timescale of viscosity exceeds the age of the universe,

Recently, simulation researches on the accretion physics made rapid progress. Figure 2.16 shows

results from global, two-dimensional radiation-magnetohydrodymamic simulations (Ohsuga et al.

2010), where three distinct numerical solutions were obtained. From left to right, the disk is
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geometrically-thick, -thin, and again -thick, but the former two are optically thick, while the latter

thin. As a results, they have successfully reproduced the three states, corresponding to the slim

state, the High/Soft state, and the Low/Hard state, within the same numerical framework.

2.3.3 Typical time scales around a black hole

An accretion disk has three important time scales, namely, the dynamical time scale tdyn, the thermal

time scale tth, and the viscous time scale tvis. While tvis represents a typical time scale of radial disk

inflow, tth represents that of thermal processes. The three time scales are not independent, but are

related to one another through a relation as

tdyn =
1

ΩK

∼ αtth ∼ α

(
H

r

)2

tvis, (2.8)

where ΩK =
√

GM
r3 , and α is the viscosity parameter (<1).

For example, the viscous time scale is numerically given as

tvis ∼ 1.5
( α

0.1

)−1
(

H

r

)−2 (
r

100rg

)3/2 (
M

10M⊙

)
s. (2.9)

Utilizing equation (2.8), the time scale of the shots, created by Negoro et al 1995 (§2.2.3), was

explained by in terms of perturbations of the accretion from ∼ 100 rg. In contrast, the value of H/r

is assumed to be ∼ 0.01-0.001 for the standard disk, the viscous time scale becomes hundreds or

millions of that of the thin disk.
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3.1 Overview of the Suzaku Satellite

Suzaku (Mitsuda et al. 2007), called Astro-E2 before the launch, is the fifth Japanese X-ray satellite,

following Hakucho (1979), Tenma (1983), Ginga (1987), and ASCA (1993). It is a project of the

Institute of Space and Astronautical Science (ISAS/JAXA), which is now a division of the Japan

Aerospace Exploration Agency. It was developed under a joint work effort among more than 20

institutions in Japan, together with a close Japan-US collaboration. It is a recovery mission to

ASTRO-E, which was launched by the M-V-4 rocket on 2000 February 10, but was lost in a launch

failure due to malfunction of the 1st stage of the rocket.

Suzaku has been successfully launched on 2005 July 10, carrying the X-ray Imaging Spectrometer

(XIS; Koyama et al. 2007) located at the foci of the X-ray Telescope (XRT; Serlemitsos et al. 2007),

and a non-imaging hard X-ray instrument, the Hard X-ray Detector (HXD). The HXD covers a hard

X-ray energy range of 10–600 keV, The detailed design of the HXD is summarized in Takahashi et al.

(2007), followed by a report on its in-orbit performance in Kokubun et al. (2007).

A side view of Suzaku is shown in figure 4.1. It weighs about 1680 kg, and has an octagonal-

shaped body of a 2.1 m diameter and a height of 6.5 m with an extendible optical bench (EOB).

At the top of the EOB, five units of XRT are placed. One of them is dedicated to an X-ray micro

calorimeter (the X-ray Spectrometer, or XRS, Kelley et al. 2007) placed at its focal-plane, but the

XRS did not work in orbit because of unexpected loss of its liquid helium coolant. The other four

XRTs units are aligned along the satellite Z axis with a common focal length of 4.75 m, and are

coupled to for XIS cameras. The HXD is placed on the base panel, and look along the Z axis as well.

In the following, we review the basic performance of the XRT in §3.2, the XIS in §3.3, and the HXD

29
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in §3.4.

Figure 3.1: A side view of Suzaku after EOB deployment, with side panels removed (Mitsuda et al.

2007).

3.2 X-ray Telescope (XRT)

3.2.1 Basic properties

The X-Ray Telescope (XRT) on board Suzaku has been developed jointly by NASA/GSFC, Nagoya

University, Tokyo Metropolitan University, and ISAS/JAXA, and severel other institutions. The

XRTs consists of five sets of imaging X-ray optics, or “telescopes”, which are arranged on the EOB
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on the spacecraft as shown in figure 4.1. Four of them (XRT-I) are identical and used for the XIS,

while the other (XRT-S), with slightly different parameters, is coupled to the XRS.

The effective areas of the XRT telescope are shown figure 3.2. Although a single XRT telescope

has a smaller effective area than the Chandra and the XMM-Newton telescopes, it keeps a high

reflectivity up to ∼ 10 keV. When studying black holes, the high sensitivity around iron K line

energies, ∼ 6.4 keV, is important for measurements of the line profiles.

Figure 3.2: The on-axis effective area summed over the four XRT-I units, compared with that of

XMM-Newton and Chandra. Transmissions of the thermal shield and the optical blocking filter, as

well as the quantum efficiency of the XIS, are all taken into account (Serlemitsos et al. 2007).

Figure 3.3 shows point-spread functions (PSFs) and encircle-energy fractions (EEFs) of the four

XRT-I telescopes; they share a common design, but individually differ to a certain extent in their

performance. Below, we limit our description to XRT-I. They have a typical angular resolution of

∼ 2′.0 in terms of half-power diameter (HPD), which is nearly independent of the X-ray energy.

This resolution is significantly worse than those of Chandra and XMM-Newton, because of conical

approximation and of shape errors in the aluminum substrate foils. Except for this drawback, the

employed replication method allows mirror shells to be thin, and hence enable us to realize light-

weight telescopes with a large effective area up to rather high energies. In some cases, the wider

PSF is more favorable, because it works to mitigate the effects of pile-up events of CCD, which are

inevitable for bright point sources, such as black hole binaries and neutron star binaries.
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XRT-I0 XRT-I1 XRT-I2 XRT-I3

Figure 3.3: PSF, and EEFs of the four XRT-I units measured on the focal plane. The EEF is

normalized to unity at the edge of the CCD chip from Serlemitsos et al. (2007).

3.2.2 The accuracy of the XRT responses

The responses of the XRT should be created for each observation by running monte-calro simulation

packages, called xissim or xissimarfgen (Ishisaki et al. 2007). The comparison between the actually

observed effects of the XRT and simulated ones have been performed by utilizing the data of SS Cyg

in a quiescence state taken during 2005 November 2. The target is suitable for that purpose because

it is a point source and relatively bright (3.6, 5.9, 3.7, and 3.5 c/s for XIS0, 1, 2, and 3), though its

brightness does not cause any pileup effects. The version of the simulator is 2008-04-05.

Figure 3.4 shows de-encircled energy function, equivalent to 1 - EEF, which is useful when the

image which are discarded its core to avoid pileup is employed: the black one obtained from SS Cyg,

and the red one created from simulation (Suzakumemo 2008-04). The ratio between the two is shown

in the bottom in figure 3.4. When the image outside the circle of the radius of 2 arcmin is used, the

accuracies of the normalization can be reproduced with ∼ 15 %.
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Figure 3.4: (top) De-encircled energy function ( 1 - EEF ) of the four XRT-I images taken from SS

Cyg on 2005 November and simulation, shown in black and green, respectively. (bottom) The ratios

between them (Suzakumemo 2008-04)
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3.3 X-ray Imaging Spectrometer (XIS)

3.3.1 Basic properties

The XIS (Koyama et al. 2007) has been developed jointly by Kyoto University, Osaka University,

Rikkyo University, Ehime University, ISAS, and MIT. It consists of four cameras, and each of them

utilizes a silicon charge-coupled device (CCD) operated in a photon-counting mode. Similar to that

used in the ASCA SIS, Chandra ACIS, and XMM-Newton EPIC. The X-ray CCD converts an incident

X-ray photon into a charge cloud, of which the amount is proportional to the energy of the absorbed

X-ray photon. Figure 3.5 show a picture and side view of an XIS camera (Koyama et al. 2007). To

block stray optical light, an optical blocking filter (OBF) is attached onto the CCD chips.

Figure 3.5: A photograph of an XIS camera (left), and its side view (right).

The four XIS cameras are named XIS0, 1, 2 and 3, each located on the focal plane of the

corresponding X-ray Telescope. Among them, XIS1 used a back-side illuminated (BI) CCD, while

the other three use front-side illuminated (FI) CCDs. Figure 3.6 show quantum efficiencies of XIS1

and XIS0. An FI CCD has the electrodes on the surface, while a BI has that on the bottom of the

CCD. Thus, the FI CCD has higher/lower sensitivity at higher/lower energies.

Table 3.1 shows basic parameters of the XIS when combined with the XRT, and including the

effects of the OBF. Each CCD camera has a single CCD chip with 1024 × 1024 pixels, and covers a
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Figure 3.6: The quantum efficiency of the XIS as a function of incident energy. The solid line

represents the FI CCD (XIS0), while the broken line the BI CCD (XIS1).

field of view, 18′× 18′. The energy resolution is typically ∼ 130 eV, though it has been degrading by

at most ∼ 40% since the launch due to radiation damages. To recover the energy resolution, the XIS

is operated, since 2006 September, incorporating so-called Spaced-Row Charge Injection technique,

which enables the charge to flow more fluently.

3.3.2 Observations of bright sources

In a standard observation mode of the XIS, all 1024×1024 pixels, are read out every 8 sec. However,

this integration time is very long for bright sources which are comparable to the Crab Nebura, and

can easily cause serious pile up events, wherein more than one signal photons are detected by a single

pixel during a readout. The pileup is an irreversible phenomenon, causing highly complex spectral

distortion. To avoid this problem, we can incorporate “Window Options” under the sacrifice of he

imaging area. For example, if “1/4 window” option is used, a quarter of the entire CCD chip, namely

1024×256 pixels, are read out every 2 sec, thus ensuring a time resolution of 2 sec (table 3.1).

When the source is too bright to avoid pileup even using the Window Option, “Burst Options”

are used. This is to reduce the effective exposure by artificially introducing a dead time. For example,

when we observe a source with 0.5 sec Burst Option, X-ray events detected during the first 1.5 sec

are discarded, and the subsequent 0.5 sec is used. When observing a very bright point source, a
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Table 3.1: Basic parameters of the XIS.

Filed of View 18′ × 18′

Energy range 0.2–12 keV

Format 1024 × 1024

Pixel size 24µm ×24 µm

Energy resolution ∼ 130eV (FWHM) at 5.9 keV

Effective area∗

1.5 keV 330 cm2 (FI), 370 cm2 (BI)

8 keV 160 cm2 (FI), 110 cm2 (BI)

Readout noise ∼ 2.5 electrons (RMS)

Time resolution

normal mode 8 sec

1/4 Window mode 2 sec

P-sum mode 7.8 ms

∗ Effects of the XRT and OBF are included.
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recommended XIS operation is to employ the 1/4 Window Option plus 0.5 sec Burst Option.

3.3.3 Timing mode

The Timing mode, or parallel sum (P-sum) mode, is used for achieving a much higher time resolution,

and hence for studying timing properties of highly variable and bright sources. The word “parallel

sum” means that charges distributed over the 2-dimentional CCD area are summed in one direction.

In other words, 1024×1 pixels are seamlessly read out every 7.8 ms (table 3.1). Although we lose

two dimensional information, we do not lose exposure at all. From the view point of timing analysis,

P-sum light curves, with their seamless and fine time resolution, are highly invaluable.

As a drawback of the Timing mode, the calibration accuracy remains worse compared to that

of the normal mode. In addition, the distinction between X-ray and non-X-ray events becomes

more inaccurate due to the lack of information in another dimension, resulting in higher non-X-ray

background than the standard mode. Therefore, we have been working on the in-flight calibration

of the timing mode under a collaboration with the XIS team. In this thesis, the timing mode plays

an important role.

3.4 Hard X-ray detector (HXD)

The non-imaging hard X-ray instrument, the Hard X-ray Detector (HXD), utilizing Si-PIN diodes

(hereafter PIN), and gadolinium silicate scintillators (Gd2SiO5:Ce, hereafter GSO) which are placed

behind PIN, is highly original in concept and design, aiming at the highest sensitivity in the hard

X-ray range.

3.4.1 Overview

The HXD consists of the following five components.

• HXD-S (Sensor)

Detection part, with front end electronic (including pre-amplifiers) and high-voltage power

supplies.

• HXD-AE (Analog Electronics)

An analog electronics part which performs analog pulse shaping, analog-to-digital conversion

(ADC), and simple hardware screening of signals from HXD-S.
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Figure 3.7: A block diagram of the HXD experiment.

• HXD-DE (Digital Electronics)

A digital signal processing part using CPUs. Receiving digitized data packets from HXD-AE,

it performs software processing such as data selection, and sends out the final screened packets

to the satellite data processing unit.

• HXD-PSU (Power Supply Unit)

DC-DC converters, which transform the satellite power bus voltage (40-50 V) to regulated

power lines, ±12, analog +5V, and digital +5V, and supply them to HXD-DE, HXD-AE, and

HXD-S.

• HXD-PIM (Peripheral Interface Module)

A command (and HK-data) handling interface module.

Figure 3.7 shows a block diagram of the HXD. Thus, the observed data flow from HXD-S to

HXD-AE and further to HXD-DE, while commands flow from HXD-PIM to HXD-DE, and sometimes

further to HXD-AE. Table 3.2 shows the basic parameters of the HXD. More detailed description of

the HXD is given in Takahashi et al. (2007), and its in-orbit performance in Kokubun et al. (2007).

3.4.2 HXD-S

In hard X-ray observations, background reduction is of vital importance to achieve high sensitivity.

The origin of the background includes charged particles, cosmic diffuse γ-rays, secondary γ-rays
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Table 3.2: Basic parameters of the Suzaku HXD

Filed of View

E . 100 keV 34’×34’

E & 100 keV 4.5 deg. × 4.5 deg.

Energy range

PIN 10–70 keV

GSO 50–600 keV

Energy Resolution (FWHM)

PIN ∼ 4 keV

GSO ∼ 7 keV /
√

(EMeV)%

Effective Area

20 keV ∼ 160 cm2

100 keV ∼ 260 cm2

Time Resolution 61 µsec

produced in the environment, and activation caused by cosmic protons. The HXD is designed to

minimize these complex background components by utilizing various techniques. The main part of

HXD-S consists of 16 identical detectors, called Well-Counter units, and they are surrounded by

20 shield detectors called Anti-Counter units. Figure 3.8a illustrates a single Well-counter unit. Its

main detection part is composed of two types of detector elements; four GSO (Gd2SiO5:Ce 0.5% mol)

crystal scintillators, and four 2 mm-thick silicon photo diodes placed behind them. Both of them

are surrounded by a deep well composed of BGO (Bi4Ge3O12) crystal scintillators. Photons with

energies of typically below ∼ 40 keV are detected mainly by the PIN diodes, while photons with higher

energies are likely to penetrate them and are detected by GSO. GSO crystals have a faster decay

time than the shielding part, BGO crystals. Scintillation light pulses from both crystals are read

out by a single photomultiplier, and distinguished using pulse-shape discrimination. This technique,

called phoswich method, has been widely employed in previous cosmic hard X-ray experiments, but a

drastic improvement of the HXD is that the shield itself, with a deep well-like shape, acts as an active

collimator with an FWHM opening of 4◦ Thus, the main detection parts (GSO and PIN diodes),

located at the bottom of the well, have the active shield of almost 4π of their surrounding.

Figures 3.8b and c illustrate the side and top views of HXD-S, respectively. Its compound eye
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configuration enables us to construct all Well-counter units in the same manner, and operate them

independently at a modest count rate. The well units are arranged in a tightly packed 4×4 array,

allowing each unit to act as an active shield for adjacent units. The 20 Anti-Counter units, each made

of a thick BGO crystal and works independently as an active shield, provide additional shielding for

the outermost well units.
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Figure 3.8: (a) A side view of a Well-Counter Unit, (b) A side view of HXD-S, and (c) its top view.

The effective area summed over the 16 Well-Counter units, calculated by Monte Carlo simulations,

is shown in figure 3.9. The total geometrical area of the PIN diodes is 160 cm2, while that of the

GSO crystals is 350 cm2. It is clear that the overlapping energy region between them, 40–70 keV, is

continuously covered thanks to the PIN/GSO stack configuration.

3.4.3 HXD-AE

To HXD-AE, HXD-S sends 116 signals, 96 from the Well-counter units and 20 from the Anti-counter

unit. Since HXD-AE is required to process these many channels in parallel with a reasonable speed

under severe limitations of the electric power and other resources. it has been carefully designed

(e.g., Takahashi et al. 1998; Tanihata et al. 1999; Itoh et al. 2005). HXD-AE consists of three

types of circuit boards; one Analog Control Unit (ACU) board, four Well-Processing Unit (WPU)
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Figure 3.9: The total effective area of HXD-S, shown separately for PIN and GSO, as a function of

energy. Effects of photon absorption by materials in front of the detectors are taken into account.

boards, and four Transient Processing Unit (TPU) boards. ACU controls the power lines to the

other electronics boards in HXD-AE and HXD-S. Each WPU and TPU handles four Well-Counter

units and five Anti-Counter units, respectively.

We show in figure 3.10 signal flows from a single Well-Counter unit to a WPU board. Signals from

the photomultiplier anode are directly fed into a fast current amplifier in HXD-AE to generate fast

trigger signals. In contrast, the last-dynode signal is first amplified by a charge-sensitive amplifier

(preamplifier) in the HXD-S front-end electronics. In HXD-AE, this preamplifier output is split and

fed into two different shaping amplifiers; one with a time constant of 150 ns (fast shaper), and the

other 1000 ns (slow shaper). Then, each of the two shaper outputs is peak held and sent to analog

to digital converters (ADCs). Since scintillation light from GSO has a fast decay time of ∼ 120 ns,

its charge pulses will be fully integrated by both shapers, making their peak-hold outputs nearly

equal. In contrast, BGO has a slower decay time of ∼ 700 ns, so that only part of its signal will

be integrated by the fast shaper, and hence the fast-shaper output becomes significantly lower than

that from the slow shaper. We can thus discriminate GSO pulses from those of BGO; this function

is called pulse shape discrimination (PSD). Compared to a more conventional method of using two

photomultipliers (one for GSO and the other for BGO), this phoswich + PSD scheme allows GSO

to be more tightly shielded, and to reduce the number (and hence the volume, weight, and power)

of the photomultipliers.

Figure 3.11 (left) shows “fast-slow diagram” or “two-dimensional spectrum”, in which outputs
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Figure 3.10: Signal flows from a Well-Counter unit to a WPU board in HXD-AE. A pair of anode

and dynode signals from a bleeder, and four PIN diode signals, is processed in one block (a quarter

of a WPU) shown here.
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Figure 3.11: (Left) A fast-slow diagram for a single Well-Counter unit, taken under 22Na irradiation.

(Right) Effects of the PSD selection on the same data as in the left panel.
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from the two shaping chains from the same Well-counter units are plotted; the vertical and horizontal

axes represent the slow and fast shaping pulse heights, respectively. In the diagram, events from the

22Na isotope form two major branches, corresponding to photoelectric absorption in GSO and BGO.

A fainter ridge which connects them is formed by Compton-scattered events, which hit both GSO

and BGO in the same unit. In HXD-AE, we can filter out BGO events simply by comparing the two

pulse heights. However, this hardware discrimination is left rather loose, to allow further filtering

to be done by software in HXD-DE and in ground analysis. Figure 3.11 (right) shows a spectrum

summed over all events, and the one extracted within a selected region encompassing the GSO branch

on the fast-slow diagram. Thus, the PSD is observed to efficiently remove BGO events, while keeping

a high acceptance for photo-absorption events in GSO. Furthermore, the Compton shoulder, which

would be normally seen in the GSO spectrum, is very much suppressed, because such events are

mostly detected by BGO and eliminated.

3.4.4 HXD-DE

HXD-DE is a CPU-based signal processing part of the HXD, working as a controller of the acquisition

and formatting of the data from HXD-AE. It also provides the primary interface with the satellite

DP for commands and telemetry. It is also designed to react to events such as γ-ray burst. HXD-DE

has two CPU boards, with one working while the other idling for redundancy. Mounted on each

board is a CPU 80C386 running at 12 MHz. The clock rate is thus set unusually low, just in order to

reduce the power consumption of HXD-DE down to ∼ 5.1 W. It is also designed to process scientific

data without loss, even from sources several times as bright as the Crab Nebula. This requires

that HXD-DE works properly at an acquisition rate of at least several hundred events per second.

Thus, the minimum processing speed of the system has been set at 4000 events per second. In order

to achieve this high acquisition rate with limited hardware resources and the low clock speed, we

uses a fast real-time operating system specially designed for this experiment, in conjunction with a

hardware circuit capable of receiving data from HXD-AE by a direct memory access (DMA) mode.

Another important function of HXD-DE is to further filter background events which leaked

through the hardware selection in HXD-AE. This ensures a low-background capability while keeping

a high signal throughput, and is realized by processes called “PI programs”. Coded by researchers

rather than by software specialists, can do the event selection via several different algorithms, which

these programs perform chosen by commands. For example, a program can select events based on

the hit-pattern information of the surrounding units, and another program applies a finer and more
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flexible pulse shape discrimination, than that in HXD-AE. Other tasks of the PI program, are to

collect calibration data, and to notify γ-ray burst triggers to the TPU modules.

3.4.5 In-Orbit Performance

The initial run-up operations of the HXD and fine tunings of HXD-AE and HXD-DE were completed

40 days after the launch of Suzaku. The instrument was confirmed to have survived, without any

significant damage (Kokubun et al. 2007), the launch vibrations and and a rapid initial temperature

decrease. The nominal in-orbit operation mode, which includes high-voltage levels for the PIN diodes

and PMTs, fine gain settings, lower and upper threshold levels, and PSD selection conditions for

scintillator events were basically established by 2005 August 19, and changed only slightly afterwards

during the performance-verification phase. The onboard background-reduction scheme was confirmed

to function effectively (Kitaguchi et al. 2006).

The in-orbit energy scale of every PIN diode was confirmed to be quite stable across and after

the launch, and was accurately determined with an accuracy of 1%. The event selection conditions

utilized in the analysis software were optimized in terms of the signal acceptance and chance co-

incidence. The residual in-orbit PIN NXB level was confirmed to be as low as 0.5 ct s−1, which

corresponds to about 10 mCrab intensity.

At first, the energy scale of GSO in lower energies, E . 100 keV, appeared to have changed from

the pre-launch measurements (Kokubun et al. 2007). To solve this issue, we performed re-calibration

of the energy scale of GSO. incorporating laboratory experiments using flight-spare hardware. We

found that the HXD-AE response to low pulse-height signals change slightly when the HXD is driven

by the spacecraft power supply, than the case where a more stable laboratory power supply is used.

In addition, calculating all light outputs of secondaries from activation lines revealed that energies

of these calibrators, used to determine the in-flight gain of GSO, were previously over-estimated by

several percent. Taking both these effects into account, the in-orbit data have been confirmed to be

consistent with the pre-launch calibration.

The temporal and spectral behavior of the Non X-ray Background (NXB) of PIN and GSO was

extensively studied. The PIN NXB and GSO NXB separately vary, mainly depending on the cut-off

rigidity and elapsed time after the South Atlantic Anomaly (SAA) passages, in addition to long-

term accumulation of in-orbit activations. These effects are phenomenologically modeled using the

spacecraft position around the Earth, as well as cosmic-ray flux information such as the measured

upper discriminated count rates. At a typical integration time of 10 ks, the NXB models for PIN
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(15–40 keV) and GSO (50-100 keV) are known to be accurate to . 3% and . 1 %, respectively, in

terms of 1 σ level.

3.4.6 The spectra of Crab Nebula

The Crab Nebula has been used as a standard candle in the X-ray range, because it is bright and

almost stable. Therefore, we examined whether the HXD response can explain the Crab data, using

two data sets acquired consecutively on 2005 September 15 each for 6 hours: one was obtained at

the HXD nominal position from 14:00, and the other is at the XIS nominal position from 19:50.

Using the revised GSO calibration, we tried to reproduce the 12–70 keV PIN and 50–300 keV GSO

data with a common spectral model. That is, we start from a spectral model with several free

parameters, convolve it with PIN and GSO responses, and compare these model predictions with

the corresponding data via standard χ2-evaluation. Then, the model parameters are adjusted so

as to minimizing χ2. This process is called “spectral fitting”. The column density of photoelectric

absorption was fixed at 3 × 1021 cm2.

Table 3.3: Fitted results with a single and broken powerlaw for the HXD spectra of the Crab nebula.

Target position Photon index1§ Normalization∗ Photon index2§ E
∥
break χ2

ν(d.o.f)

XIS nominal† 2.109 ± 0.003 11.65 ± 0.011 - - 1.23 (132)

HXD nominal‡ 2.096 ± 0.003 11.14 ± 0.011 - - 1.52 (132)

XIS nominal† 2.104 ± 0.004 11.47 ± 0.12 2.21+0.06-0.04 105 ± 20 1.04 (130)

HXD nominal‡ 2.089 ± 0.004 10.91 ± 0.12 2.28+0.09-0.10 117 ± 19 1.09 (130)

∗ Power-law normalization in a unit of photons cm−2 s−1 keV−1 at 1 keV.

† Observation performed on 2005 September 15 19:50–September 16 02:10 (UT)

‡ Observation performed on 2005 September 15 14:00–19:50 (UT).

∥ The break energy of a cutoff powerlaw (keV).

The fitting results to the Crab spectra with a powerlaw model are summarized in table 3.3, and

the spectra with the best-fit model and the ratio to the model are shown in figure 3.12a and b. The

XIS- and HXD-nominal data were both reproduced approximately by a powerlaw, with reduced χ2

(d.o.f) of 1.23 (132) and 1.52 (132), respectively. In both cases, the derived photon index of ∼ 2.1 and

the normalization of ∼11 photons s−1 cm−2 keV−1 are close to those reported previously. However,
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Figure 3.12: The PIN and GSO spectra of the Crab Nebula, fitted simultaneously with a power-law

model (top two panels) or a broken power-law model (bottom panel). The left two panels are at the

XIS nominal position, while the right two at the HXD nominal one.
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the ratio to the model, as shown in the bottom panels in figure 3.12a and b, falls ∼ 10% below unity

in energies above ∼100 keV. This suggests that there is a mild cutoff at & 100 keV in the spectra of

the Crab, as reported in some previous studies including in particular that with INTEGRAL. The

fitting results with a broken powerlaw are summarize in the bottom two raws in table 3.3 and figure

3.12c and d. The fits became significantly improved, to reduced χ2(d.o.f) of 1.04 (130) and 1.09

(130), for the XIS and HXD nominal data, respectively. Indeed, the spectra agree with the model

predictions within ∼ 10%. The resultant parameters in table 3.3 are consistent with those obtained

by INTEGRAL (Jourdain & Roques 2009). Thus, the Crab spectrum inferred from the HXD data

agrees with those from a large number of previous missions.



Chapter 4

OBSERVATION

Cyg X-1 is the best target to study physics around an accreting black hole, because it is persistently

bright, and yet sometimes shows us quite different faces. In this thesis, we concentrate on the

investigation of this best-studied black hole binary, utilizing the wide-band and high sensitivity

capability of Suzaku as summarized in §3. The results of the first observation are described in §4.1,

followed by a summary of subsequent observations in §4.2. Reduction of the data and their basic

properties are described in §4.3 and §4.4, respectively.

4.1 The First Suzaku Observation of Cyg X-1

Despite many studies in various ways as described in §2.2, there still remains unsolved problems

with mass-accreting black holes in the Low/Hard state. We have selected Cyg X-1 as one of the

important targets of the initial phase observations of Suzaku. Here, we briefly review our first results

on Cyg X-1, which were published as Makishima et al. (2008). The author of the present thesis

contributed significantly to this publication as the 3rd co-auther, particularly in developing and

performing intensity-sorted spectroscopy.

4.1.1 An overview

In the first several months after the launch of an astrophysical satellite, it is most important to

calibrate the onboard instruments by observing well-understood celestial sources, and to drive the

newest scientific results from highlight objects. Such series of observations, performed to verify and

demonstrate the expected performance of the satellite, are called “Performance Verification” (PV)

observations. The data acquired in this PV phase are exclusively utilized by “Project Team” for a

48
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limited length of time (about 9 months for Suzaku). The Project Team, in the case of Suzaku, is

defined as an assembly of those scientists who contributed to the development of the spacecraft and/or

instrument (either hardware or software), plus those who help the spacecraft operation. Graduate

students supervised by a team member are regarded as “associate” members.
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Figure 4.1: Time-averaged XIS2 (black), PIN (red), and GSO (green) spectra of Cyg X-1, shown

after subtracting the background, but not removing the instrumental responses. The modeled non

X-ray background of PIN is indicated in magenta. That of GSO is shown in cyan, together with its

5% and 3% levels.

After initial start-up operations which took place over ∼ 6 weeks after the launch, Suzaku devoted

itself to the PV observations until the end of 2006 March. More than ∼ 200 sets of observations were

preformed meantime, mainly in the order of “visibility”; the target should be separate from the Sun

by ∼ 90 degrees, so as to ensure a sufficient electric-power generation. Cyg X-1, included as one of

them, was observed on 2005 October 5, from UT 04:34 through 15:11 for a net exposure of 17.4 ks

after removing data gaps. Figure 4.1 shows the time-averaged and background-subtracted spectra

of XIS2, PIN, and GSO, obtained on this occasion. During the observation, the averaged source

count rates (excluding backgrounds) of XIS0, PIN, and GSO, were ∼ 300, ∼ 47, and ∼ 20 counts−1,

in the energy bands of 0.5–10 keV, 10–70 keV, and 70–400 keV, respectively. For a comparison,

we superpose the modeled background spectra of PIN and GSO. As can be seen in figure 4.1, we

successfully detected CygX-1 nearly across the full energy band of Suzaku. In particular, the source

signals in HXD-PIN exceed the NXB by more than a factor of ∼ 5, even at the highest energy of ∼ 70
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keV. Therefore, the systematic background uncertainty (∼ 1%) of HXD-PIN is completely negligible

compared to photon counting statistics. Even in the GSO range, the source signal is so strong that it

can be detectable up to ∼ 400 keV, above which the systematics background errors, typically ∼ 3%

(§3.4.5), start to dominate. Further details of the data processing and reduction are summarized in

§4.2, and §4.3, respectively.

In the observation of Cyg X-1, the XIS was operated with the 1/8 window option (§3.3.2), in

which the 1024 × 128 pixels are read out every 1s. However, even with this option, the XIS data

were affected by severe pileup and telemetry saturation, which made it difficult to analyze them in a

standard way. Through consistent analysis of many other sources, we have constructed a reasonable

method to avoid these complications. The method is described in Appendix B.
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Figure 4.2: Suzaku spectra of a sample of BHBs divided by that of the Crab Nebula. The object

names are indicated.

Although the present thesis concentrates on Cyg X-1, we here briefly introduce beautiful Suzaku

spectra of other BHBs as well. Suzaku has already observed several well-known black hole binaries,

including GRS 1915+105 (Ueda et al. 2010), GX 339-4 (Yamada et al. 2009b), 4U 1630-472 (Kubota

et al. 2007), LMC X-3 (Kobuta et al. 2010), IGR J17497-2821 (Paizis et al. 2009), and GRO 1655-40

(Takahashi et al. 2008). Their Suzaku spectra are presented in figure 4.2, in the form of “Crab ratios”

(ratios to the Crab Nebula spectrum which is a power-law with a photon index of ∼ 2.1). Thus, Cyg

X-1 shows a spectrum typical of the Low/Hard state (§2.2.2). GRO J1655-40 and IGR 17497-2821
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were also in the Low/Hard state, but their fluxes were much lower than that of Cyg X-1. In contrast,

4U 1630-472 and LMC X-3 were in the High/Soft state, characterized by a bright soft emission and

a hard tail. The remaining two sources, GX 339-4 and GRS 1915+105, were observed in the Very

High State (§2.2.2).

Except for large differences below a few keV due to different inter-stellar absorption, these spectra

often share several common features, such as a cool disk emission below ∼ 10 keV, an Fe-K line around

∼ 6 keV, a reflection hump around ∼ 20 keV, and high energy cutoff at ∼ 100 keV. These feasures

have been playing important roles in constraining physical parameters of these objects. Their details

are given in the individual publications.

4.1.2 The results

Figure 4.3 shows wide-band Suzaku spectra of Cyg X-1 acquired in the first observation, together with

the best-fit model components and residuals between the data and the model. Through intensive

analysis of the data, we have obtained the following results:

1. The 0.7–400 keV Suzaku spectra are reproduced by the sum of a cool disk emission, two

Compton continua both with reflection Ω/2π ∼ 0.4, and a mildly broad Fe-K line.

2. The two Compton continua, a softer one with an optical depth of τ ∼ 0.4 and a harder one

with τ ∼ 1.5, can be described by a common temperature of Te ∼ 100 keV, although the data

do not exclude them having different temperatures.

3. The disk is characterized by Tin ∼ 0.2 keV and Rin & 330 km (& 15Rg). Roughly half the disk

emission gets Comptonized, while the rest forms the spectral soft excess to be interpreted as a

directly visible fraction of the disk.

4. When Cyg X-1 brightens up on a time scale of 1 s, a larger fraction of disk photons becomes

Comptonized, while the disk parameters remain unchanged. The spectrum softens, as a result

of a decrease in either Te or τ .

The first three results have been derived from quantification of the spectra of figure 4.3. At a

first glance, this might seem to be an over-parametarization, and it might be difficult to constrain

individual model components. Or else, this may appear to be one of a number of possible solutions.

Before reaching our final model, however, we have tried many other models to fit the data, to find

that the 1–10 keV continuum is more concave than would be represented by a single power-law or a
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single thermal Compton emission. In addition, without the soft Compton emission, the temperature

of the disk becomes too high, ∼ 1 keV, much exceeding the temperature measured in the High/Soft

State, ∼ 0.4 keV (Dotani et al. 1997). These examinations have justified the introduction of the two

Compton components with different τ . In this sense, the modeling is called “double Compton model”.

In this analysis, we have used compps as Comptonization (§2.2.5), and assumed on the parameters:

the geometry is a hemisphere, the inclination is 45◦, the electron distribution is Maxwellian, the

abundances are solar ones.

The result 4 was obtained via “intensity-sorted spectroscopy”, which is a kind of combination

of timing and spectral analyses, and has been developed in Makishima et al. (2008) mainly by

the present author. The method is employed in §5.2 in this thesis. Specifically, we determined

high/low flux phases of the observation, referring to an XIS light curve with a binning of 1 sec; this

is exemplified in figure 4.4a by red/blue data points. Then, we sorted the PIN and GSO data into

the high/low phases according to the XIS-determined criteria. The summed high/low spectra are

shown in figure 4.4b, and their ratios in figure 4.4c. The results indicate spectral softening as the

source gets brighter. We fitted these spectra with the same model as used in figure 4.3, and derived

the result 4 as a quantitative expression of the spectral softening.
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Figure 4.3: The νFν spectrum of Cyg X-1 obtained in Makishima et al. (2008), shown together

with the best-fit model. The instrumental responses were approximately removed. Each component

is identified. The model spectra after removing the inter-stellar absorption are shown in the right

panel.
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Figure 4.4: (a) An example of 400 sec long light curve of Cyg X-1, obtained with Suzaku in 2005. The

red/blue refer to high/low flux phases. (b) Spectra of the high and low flux phases, each accumulated

for 7.3 ks. (c) Ratios of the high to low flux phase spectra.

4.1.3 Remaining issues

Through the first Suzaku observation of Cyg X-1, we have thus succeeded in deriving new observa-

tional results, which provides a milestone to the goal of understanding the physics around a black

hole in the Low/Hard state. However, there still remain unsolved issues:

1. To understand the relation between mass accretion rate and physical/geometrical picture in

the Low/Hard state.

2. To reveal the mechanism which causes the rapid intensity change, and whether or not it relates

with general relativistic effects around a black hole.

To achieve these ultimate goals, what we should solve with Suzaku are:

1. Is the “double Compton modeling”, which was successful on the first observation, truly correct,

and, if so, universally applicable to other spectra of Cyg X-1 at different luminosities (or mass

accretion rates)? If not, we need to modify this particular modeling or replace it with more

suitable one.

2. If the model works, how the accretion rate affects its parameters, including the inner radius,

the optical depth, the disk and electron temperatures, the reflection intensity, and the iron line

profile and equivalent width?
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3. When the luminosity increases on short timescales, does the electron temperature, or the optical

depth decreases, or both? How does the change take place on time scales shorter than 1 sec?

When a black hole binary, including Cyg X-1, stays in the Low/Hard state, its spectral shape is

known to depend on the luminosity (McClintock & Remilard 2006). Then, we first need to test how

robustly our best-fit modeling works for other spectra at different luminosities. The issue 2 means

that the spectral changes should be translated to changes in the physical parameters. This change is

critically important when we try to understand physics of the Low/Hard state and their relation to

that of the High/Soft state. The last one is about the origin of the rapid variability, which has been

unknown for more than forty years as explained (§2.2.3). To solve all the three issues is our ultimate

goal.

4.1.4 Research methods

To tackle the unresolved issues as listed in §4.1.3, and to confirm/improve/modify the result of

Makishima et al. (2008), we have defined the following tasks.

1. To analyze new Suzaku data of Cyg X-1 acquired on different occasions,

2. To better calibrate the detector responses to improve the accuracy of spectral determination,

and

3. To apply “shot analysis” (§2.2.3) to the XIS data taken in the timing mode (§3.3.3).

As detailed in the next section, we have successfully accomplished a sufficient number (25) of

Suzaku observations of Cyg X-1, with a total exposure amounting to ∼ 400 ksec. The second task

means calibration improvements of GSO, and studies of the XIS pileup effects. When we derive phys-

ical parameters from the observed spectra, the accuracy of their estimation is ultimately determined

by systematic errors involved in the instrumental calibration, namely, how well we understand our

instruments. The results of these calibration efforts are briefly given in §3.4.6, and in Appendix A

in full details.

As described in §2.3.3, the dynamical time scale at 10Rs is ∼ 1 ms, and the thermal time scale

is (r/H)× dynamical time scale, ∼ 10 ms. The viscous time scale is (1/α)× thermal time scale, ∼
1 sec. Thus, the 1 sec time binning used by Makishima et al. (2008), which was limited by the time

resolution of the 1/8 Window option of the XIS, is not high enough. To overcome the limitation,

we utilize the timing mode of XIS which yield a time resolution of 7.8 ms (§3.3.3). In addition, we
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apply the “shot analysis” (Negoro et al. 1994; §2.2.3) for the first time to the Suzaku XIS and HXD

data.
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4.2 All Suzaku observations of Cyg X-1

4.2.1 Overview

Including the first one described in §4.1, Cyg X-1 has been observed with Suzaku 25 times. Basic

information of the observations is summarized in table 4.1. Through the present thesis, we use

the observation numbers listed in the first column of this table. After the first in PV phase, four

observations were conducted from 2006 to 2008, based on a proposal by M. Nowak at MIT in the

U.S.. Considering the experience of the severe pileup in the first observation, the object ws placed

at the HXD nominal position. Then, 17 observations were performed in 2009, proposed by J. Miller

in Michigan University, with a typical exposure time of ∼ 20 ks for each. Another proposal by S.

Yamada, on using P-sum mode, was merged into his proposal, and was realized as observations 9,

24, and 25. All these data are now publicly available.

Figure 4.5: (Top) The 1.5–12 keV light curve of Cyg X-1 taken with the RXTE All Sky Monitor.

(Bottom) The hardness ratio between the 5–12 keV to 1.5–3 keV bands. The arrows indicates to the

epochs of the Suzaku observations. Each data point represent a 1-day integrated value.

Before actually starting, we need to know where these observations fall on the long-term history

of Cyg X-1. As mentioned §2.*, the best way is to use light curves provided by the RXTE All Sky
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Figure 4.6: An expanded view of a portion of figure 4.5

Monitor (ASM). Figure 4.5 shows the 1.5–12 keV ASM light curve of Cyg X-1 since the launch of

RXTE, and the hardness ratio between 5–12 keV to 1.5–3 keV. Since 2005, Cyg X-1 thus remains

relatively dim and hard, with a hint of softening around the middle of 2009. The Suzaku observations

of Cyg X-1 are performed in spring and autumn because of the sun angle limitation. Figure 4.6 is an

expanded view of the ASM light curve, over 2009–2010, where the Suzaku observations and indicated.

The observations 13 to 16 took place at the beginning of the episode of spectral softening, which is

accompanied by a flux increase.

To clarify the states of each observation, we made so-called, “hardness vs. intensity” diagram

in figure 4.7. The hardness is defined as the ratio of the 1.5–3 keV to 5–12 keV ASM count rates,

while the intensity refers to those in 1.5–12 keV. This kind of plot is commonly used to examine

multi-band light curves for state transitions (e.g., Fender et al. 2006) In this figure, the data with

the hardness ratio of less than ∼ 0.8 are regarded as in the High/Soft State, while those with larger

values in the Low/Hard state. In this sense, all the present Suzaku observations were conducted in

the Low/Hard state. As seen in figure 4.7, the observation 13 to 16 have relatively smaller values of

hardness ratio than the others. The count rates and the hardness ratios of individual observations

are summarized in table 4.1
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Table 4.1: The log of Suzaku observations of Cyg X-1 from 2005 to 2009.

N Date (UT) Time† (ks) Nom. Obs. ID ASM∗ Hardness∗ Orb. Phase‡ Flux∥

1 2005-10-05T04:51:39 37.2 XIS 100036010 29.0 1.40 0.563–0.640 11.3

2 2006-10-30T03:36:11 58.1 HXD 401059010 21.2 1.40 0.199–0.319 8.5

3 2007-04-30T19:35:34 83.6 HXD 402072010 12.9 1.82 0.819–0.992 5.7

4 2007-05-17T19:41:23 71.5 HXD 402072020 14.0 1.58 0.856–0.003 4.2

5 2008-04-18T16:21:38 64.1 HXD 403065010 17.2 2.02 0.011–0.144 8.2

6 2009-04-03T01:17:23 44.2 HXD 404075010 22.0 1.54 0.401–0.492 9.1

7 2009-04-08T06:09:03 48.9 HXD 404075020 21.7 1.62 0.330–0.431 8.5

8 2009-04-14T18:21:40 33.0 HXD 404075030 19.7 1.57 0.492–0.561 7.5

9 2009-04-23T04:01:10 39.6 HXD 404075040 20.0 1.55 0.993–0.075 7.4

10 2009-04-28T17:02:23 43.9 HXD 404075050 22.6 1.61 0.983–0.073 8.3

11 2009-05-06T16:48:59 37.6 HXD 404075060 21.0 1.55 0.410–0.487 10.1

12 2009-05-20T00:34:56 50.1 HXD 404075080 23.9 1.39 0.789–0.892 9.3

13 2009-05-25T08:35:49 40.4 HXD 404075090 31.8 1.38 0.741–0.825 12.2

14 2009-05-29T11:53:46 48.6 HXD 404075100 33.7 1.12 0.480–0.581 12.0

15 2009-06-02T11:33:13 43.7 HXD 404075110 45.0 1.05 0.192–0.282 15.9

16 2009-06-04T19:42:00 44.5 HXD 404075120 35.0 1.12 0.610–0.702 12.3

17 2009-10-21T09:03:11 40.0 HXD 404075130 18.9 1.43 0.353–0.435 7.4

18 2009-10-26T06:21:56 41.7 HXD 404075140 18.9 1.60 0.226–0.312 7.4

19 2009-11-03T21:28:15 44.6 HXD 404075150 14.0 2.02 0.767–0.859 6.2

20 2009-11-10T19:39:56 53.4 HXD 404075160 17.4 1.89 0.003–0.114 5.1

21 2009-11-17T06:51:08 56.7 HXD 404075170 24.4 1.76 0.158–0.275 9.8

22 2009-11-24T12:20:29 53.5 HXD 404075180 22.4 1.59 0.449–0.559 8.6

23 2009-12-01T07:00:50 51.7 HXD 404075190 25.0 1.61 0.659–0.766 8.4

24 2009-12-08T15:32:11 39.5 HXD 404075200 22.2 1.76 0.973–0.054 7.8

25 2009-12-17T01:29:11 42.2 HXD 404075070 40.9 1.59 0.475–0.563 12.9

∗ “ASM” refers to the 1.5–12 keV count rate obtained with RXTE All Sky Monitor. “Hardness”

is the ratio of 5–12 keV to 1.5–3 keV count rates.

† From the start to the end of the observation.

‡ P = 5.599829 days, with phase 0 being an epoch of the superior conjunction of the black hole,

MJD41874.207 (Brocksopp et al. 1999).

∥ The energy flux of 0.5–10 keV ( 109 erg s−1 cm−2).
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Figure 4.7: The hardness vs. intensity diagram of Cyg X-1, crated from the RXTE All Sky Monitor

data spanning 1996 to 2011 November (see text for the details). The Suzaku observation numbers

are indicated.
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4.2.2 Orbital-phase dependent light curves

In table 4.1, we summarize the orbital phase of all Suzaku observation. Since Cyg X-1 has a supergiant

companion, the accreting gas is supplied with its strong stellar winds. This causes episodes of

increased absorption, or so-called “dips”, seen in soft X-rays near the superior conjunction of the

black hole, although binary eclipses do not take place in this system: the orbital inclination is

estimated as ∼ 45◦ (Abubekerov et al. 2004). “dips” were studied in detail by Kitamoto et al. (1984)

using the Tenma satellite. Although they do not affect hard X-ray signals, they are not negligible

when we try to precisely quantify the wide-band spectra, typically from ∼0.5 to ∼ 300 keV. Thus,

we need to know the orbital phases of our observations.
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Figure 4.8: The hardness ratio of Cyg X-1 folded by the orbital period of 5.6 days. Two phases

are shown for clarity. Phase 0 is defined as the superior conjunction, when the black hole is the

farthest from us. The corresponding Suzaku observations are indicated, with their vertical positions

representing the 5–12/1.5–3 keV hardness ratio.

We have folded the hardness ratios from the All Sky Monitor according to the orbital period.

Data points were discarded while the object is in the High/Soft state (the hardness ratio < 0.8),

because the orbital modulation is known to be rather weak therein. The orbital period P = 5.599829

days and an epoch of the superior conjunction of the black hole at MJD41874.207 are used, based on
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Brocksopp et al. (1999). Figure 4.8 shows the results of this analysis: Near phase 0, (i.e., when the

observer, the companion star, and Cyg X-1 are in line with this order), the hardness ratio increases

by ∼ 20 %, which can be regarded as the results of increased absorption. This modulation has been

studied by many authors (e.g., Poutanen et al. 2008).

The phase coverage by each Suzaku observation is indicated by a red line segment in figure 4.8.

Our observations are thus evenly distributed over the orbital phase. The scatter of the hardness

ratio exceeds ∼ 20 % caused by the orbital modulation, so that the effect seen among the Suzaku

observations can be considered as a result of intrinsic spectral changes of Cyg X-1.
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4.3 Analysis of the XIS Data

4.3.1 Data reduction

Generally, the data taken with Suzaku include events from the celestial object, as well as cosmic X-ray

background or non X-ray background events. In addition, the data are dominated by background

events over certain periods when, e.g., the target is occulted by the Earth, or the satellite passes

through the South Atlantic Anomaly. We therefore need to exclude such unusable parts of the data,

and to remove, from the remaining portions of the data, those events which can securely be judged

as background events. This process is called “data screening”. The events before the screening are

called “unfiltered events”, while those after “cleaned events”. Therefore, the first step of Suzaku data

analysis, either the XIS or the HXD, is to extract “cleaned events” from event files provided by the

Suzaku team.

We begin with the XIS data reduction. The standard screening criteria of the XIS are summarized

as follows:

1. the XIS GRADE (Koyama et al. 2007) should be 0, 2, 3, 4, or 6,

2. the time interval after an exit from the South Atlantic Anomaly should be longer than 436 sec,

3. the object should be at least 5◦ and 20◦ above the dark and sunlit Earth rim, respectively.

Since Cyg X-1 is as bright as the Crab Nebula, to extract background regions in the XIS image of

Cyg X-1 is difficult. For such a bright source, the events taken from NEP, where most of them consist

of NXB, are usually used to estimate NXB level (cf. Kubota et al. 2010). When comparing the

spectra of Cyg X-1 with the spectra of NEP, the spectra of NEP are less than ∼ 1 % of that from Cyg

X-1 at the highest energy end, ∼ 10 keV, smaller than a typical statistical error of several percent.

Therefore, in this particular cases, we do not need to subtract them. However, the source brightness

instead demands additional two screening steps. One is that we must exclude those periods when the

telemetry is saturated. The telemetry saturation is unavoidable even when we utilize the Window

and Burst options (§3.3.2). The other is that we should discard a core region of the image, where

the event pileup is significant, to minimize spectral distortion at the sacrifice of photon statistics.

We have established the methods to estimate the region affected by pileup, as briefly shown in §4.3.3

and summarized in Appendix B.
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Table 4.2: Suzaku observation log of XIS data of Cyg X-1 during 2005 to 2009.

Num. XIS0 XIS1 XIS3

Mode Mode Mode

1∗ 1/8W 1.0s normal 1/8W 1.0s normal 1/8W 1.0s normal

2∗ 1/8W 0.3s burst 1/8W 0.3s burst 1/8W 0.3s burst

5 P-sum std† std

9 P-sum std P-sum

24 std std P-sum

25 std std P-sum

∗ XIS2 is still working. Its mode and exposure are the same as those of XIS0.

† “std” means a standard mode, 1/4 Window and 0.5 sec burst mode. In the other observations

unlisted in the table, all XISs are operated in the std mode.

4.3.2 Operation log of the XIS

The operation mode of the XIS during the present observations is summarized in table 4.2. Among

the four XIS cameras, XIS2 was operated until Observation 2, but it stopped working on 2006 due

possibly to a damage by micro debris. As described in §3.3.2, 1/8 or 1/4 Window option and Burst

options were used. Due to thermal wobbling of the XRT, the center of the images fluctuates by ∼ 1′,

depending on day or night for the satellite, on a time scale of ∼ 45 min (half the orbital period of the

satellite). Since the 1/8 Window option reduces the CCD area to a strip of ∼ 17′ × 2′, the thermal

wobbling causes a variable fraction of the image out skirt to fall out side the strip, causing artificial

modulation of the source intensity. This is the reason why we have used the 1/4 Window option

since Observation 3.

When we produce an X-ray sky image using the XIS data, we refer to so-called attitude solution,

constructed from data of the satellite attitude sensors. This is essentially three Euler angles which

relate the 3-dimentional spacecraft and celestial coordinates. This time-depenent solution allows us

to plot each XIS event (tagged with detector coordinates) onto celestial coordinates. These attitude

solutions are generally subjected to time-dependent systematic errors up to ∼ 2′, which makes a

point source to “move” on the celestial image. This effect is mainly caused again by the thermal

wobbling, and a correction software called aeattcor (Uchiyama et al. 2008) has been developed to



CHAPTER 4. OBSERVATION 64

correct the attitude solution for the wobbling. However, even after processed with this software,

there still remains attitude fluctuations by ∼ 30′′. Although it does not matter as long as we perform

a standard analysis, it does when we estimate the pileup or extract the core of the image. Thus,

we have implemented the software, aeattitudetuned, which uses the object signal itself to further

improve the attitude solution, and summariz it in Appendix C. It is mostly based on the software

developed by MIT. We applied it to the XIS data in our observations, and successfully reduced the

fluctuation of the image center to within ∼ 5 pixel (∼ 5 arcsec).

As mentioned in §3.3.3, the XIS was operated in P-sum mode in Observations 9, 24, and 25.

The original plan of the proposal was to operate both XIS0 and XIS3 in the P-sum mode. However,

in 2009 June, XIS0 got a minor damage on the periphery of its CCD from micro debris, and its

P-sum mode operation became difficult. Therefore, only XIS3 was operated in the P-sum mode in

Observations 24 and 25. We cannot operate XIS1 (a BI CCD) in this mode either due to the effects

of hot pixels. The use of the P-sum mode in Observation 5 was realized by the courtesy of PI, Dr.

M. Nowak..

4.3.3 Count rates and pileup estimation

To estimate the pileup effects in an objective way, we have created and calibrated a pileup estimation

software, aepileupcheckup. Its details are summarized in Appendix B. Figure 4.9 exemplifies the

results of this software, using the XIS3 data from Observation 5. Thus, aepileupcheckup tell us the

radii at which “pileup fraction” reaches 3 % and 1 %, respectively (25.4 pixel and 60.7 pixel in the

particular case of figure 4.9).

Hence, the pileup fraction of 3% means that the events are still affected by pileup but the effects on

spectra or count rates are approximately ∼ 3% (strictly speaking, depending on the intrinsic spectral

shape), as calibrated by the author through systematic analysis of 15 bright compact objects (see

details in Appendix B). The radial profile of the pileup fraction used to derive the results is plotted

in panel (5).

The XIS3 image, shown in figure 4.9 (1), should be examined for any holes in it, which is sometimes

created by wrong estimation of hot pixels by the software, cleansis, or when events are discarded in

orbit due to high counting rates. More specifically, when the source is too bright, the photon pileup

alters most of the X-ray events to GRADE 7, which are discarded on board. In general, the extent

of the pileup effect is proportional to the incoming flux squared, because this phenomena is a kind

of process of two particle collision. The process is so irreversible that there is no easy and unique



CHAPTER 4. OBSERVATION 65

way to estimate the pileup effects. Thus, we have utilized several independent approaches to (e.g.,

Grade branching ratio, hardness, and detached events; see details in Appendix B).

Utilizing the aepileupcheckup to all the XIS data, we have obtained the results given in table 4.3;

it summarizes the exposure excluding the telemetry-saturated period, the two radii corresponding to

the pileup fraction of 3% and 1%, the 0.5–10.0 keV count rate for the inner region from 0 to 4 arcmin,

and those excluding the circular region within the 3% and 1% pileup fraction. The differences in

exposure among the XIS cameras are due to differences of their allocated telemetry quota and the

employed editing modes.

Through the evaluation performed based on the methods in Appendix B, we have decided to

perform our XIS spectroscopy after discarding an inner region where the pileup fraction is less than

3% as specified by aepileupcheckup. Roughly speaking, 50 % and 75 % of the total photons are

discarded for the criteria of < 1% and < 3% pileup fraction, respectively. If, however, we just study

light curves, then the use of 3% pileup fraction or even the whole region can be allowed. Similarly,

when we focus on narrow lines, then we might be able to use pileup-affected regions. In short, the

appropriate event-extraction regions should be selected depending on the aim of the analysis.

As shown in table 4.3, the count rates in Observations 3 and 4 are lowest, ∼ 100 counts/sec,

while those of Observations 14, and 15 rose to ∼ 500 counts/sec. As a result, the threshold radii in

the latter observations are 2–3 times larger than in the former. Nonetheless, the count rates after

excluding those in the regions with a pileup fraction of < 3 % and < 1% have turned out, in all data

sets, to be ∼ 200 counts/sec, ∼ 100 counts/sec, respectively, suggesting that the aepileupcheckup

correctly judges pileup based on the surface brightness. The remaining differences in the count rates

among observations, seen in table 4.3 at the same pileup fraction, are caused by the differences in

spectral shapes, in the observational modes, and attitude uncertainties (if the attitude uncertainty

which remain even after applying aeattcir and aeattitudetuned is not negligible when the center

of the image is calculated.).

4.3.4 Light curves of the XIS

We extracted events from an annulus around the image center, using the inner radius of pileup

fraction of <3% (table 4.3) and an outer radius of 4′. By collecting these events every 128 sec, we

constructed three-band (0.5–1.5, 1.5–3.0, and 3.0–10.0 keV) light curves, and shows them in figure

4.10 and figure 4.11. Except in Observation 1, the light curves were taken from XIS1, which is more

suitable to find dips than XIS-FIs since it has higher quantum efficiency to softer X-rays. Since
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Figure 4.9: The results of aepileupcheckup, created from XIS3 of Observation 5. (1) An XIS3

image. (2) Surface brightness of events with different grades and different event selections. (3) The

radial profile of event branching ratios. (4) The radial profile of the 3–10 keV to 0.5–10 keV and 7–10

keV to 0.5–10 keV hardnesses ratios. (5) The radial profile of the pileup fraction. (see Appendix B

for details.) (6) The radial profile of Grade 1 event. The estimated pileup fraction is shown in the

bottom line in red (if > 1 %) or green (if < 1% ).
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Table 4.3: The exposure, estimated pileup radius, and count rates on each XIS.

N XIS0 XIS1 XIS3

Ea(ks) rd(3,1%) Ce(a,3,1%) E(ks) r(3,1%) C(a,3,1%) E(ks) r(3,1%) C(a,3,1%)

1b 10.5 74,109 280,67,18 3.5 56,127 241,124,20 6.9 70,135 298,101,23

2c 8.3 21,50 216,163,77 8.2 17,50 233,206,116 8.3 23,51 246,182,93

3 11.3 18,49 145,122,74 11.3 11,48 156,149,102 11.3 21,53 168,139,86

4 8.3 8,35 95,89,61 8.3 6,32 102,100,78 8.3 10,38 109,102,70

5 - - - 8.5 19,56 197,175,112 8.5 25,61 205,160,91

6 3.8 31,71 264,186,88 3.8 30,79 299,240,116 3.8 36,75 303,203,99

7 5.3 30,70 250,180,86 5.3 27,78 273,227,108 5.3 34,74 285,201,98

8 4.3 27,62 212,160,87 4.3 24,72 240,205,107 4.3 30,68 242,178,93

9 - - - 4.5 18,57 203,185,119 - - -

10 5.1 27,61 214,160,87 5.1 22,69 233,205,112 5.1 31,68 252,184,97

11 4.9 35,74 300,203,95 4.8 36,89 352,270,119 4.9 39,82 353,235,109

12 5.3 34,72 282,192,94 5.3 36,87 336,256,114 5.3 38,78 333,222,109

13 5.2 44,84 385,230,99 5.1 46,101 448,311,109 5.0 50,90 447,254,115

14 6.9 50,90 429,235,99 6.1 51,105 496,331,117 5.5 56,94 479,251,116

15 3.6 61,99 522,242,100 2.8 62,111 597,342,127 2.7 62,103 565,269,115

16 4.2 46,88 418,242,99 4.1 49,101 484,327,128 4.0 55,92 479,251,118

17 5.1 29,65 226,167,89 5.1 27,75 261,215,108 5.1 32,71 258,183,93

18 5.8 29,64 221,163,88 5.8 27,74 256,211,108 5.8 31,69 248,179,92

19 5.3 10,40 112,105,68 5.6 7,40 129,125,90 5.7 14,44 131,117,76

20 6.5 16,47 135,119,75 6.5 10,44 143,137,95 6.5 18,50 150,128,78

21 5.8 34,72 280,193,95 5.9 34,85 317,243,109 6.0 37,76 324,214,103

22 5.4 33,71 272,189,95 5.6 34,84 315,240,109 5.6 37,74 309,205,101

23 5.5 33,67 260,182,97 5.6 32,84 297,232,104 5.6 36,72 294,198,102

24 4.7 26,62 192,153,83 5.4 24,65 225,194,112 - - -

25 2.7 48,90 407,232,95 5.4 51,96 457,281,114 - - -

a The exposure after removing the periods of telemetry saturation.

b The 1% and 3% of XIS2 are 87, 125 pixel, 11.2 ks, 292.0, 56.6, 18.2 cts/s.

c The 1% and 3% of XIS2 are 23, 53 pixel, 8.3 ks, 257.1, 196.0, and 97.4.

d The radius at 3% and 1% pileup fraction, in units of pixel, where 1 pixel is 1.042 arcsec.

e The count rates in a region within 4 arcmin, and regions less than 3% and 1% pileup fraction.
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Figure 4.10: The XIS1 light curves from Observations 2 through 5, and that of XIS0 from Observation

1. The data in energies of 0.5–10 keV, 0.5–1.5 keV, 1.5–3.0 keV, and 3.0–10.0 keV are shown in black,

red, blue, and green, respectively. Portions of the 0.5–10 keV light curves judged as dips are shown

in cyan. A time-bin size of 128 seconds is used.
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Figure 4.11: The same as figure 4.10, but from Observations 6 through 25.
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Figure 4.12: The 0.5–1.5 to 1.5–3.0 keV softness ratio of Cyg X-1 at 128 sec binning, plotted against

the 1.5–3.0 to 3.0-10.0 keV softness. The cyan data points define the dipping period, while the red

ones represent normal periods. In each panel, a black dot indicates the event density peak.
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about 90% of the XIS1 data in the first observation were affected by telemetry saturation, we instead

employed the XIS0 data in this particular case.

The light curves thus vary by ∼ 10–30 % within each observation. Compared with the other

observations, the source was rather constant in the first observation. Large flare-like changes by a

factor of ∼ 2 are found in Observations 3, 13, and 15; they do not appear to involved strong spectral

change, because the counts in different energies vary together.

These light curves were utilized to exclude those periods which are affected by the absorption

dips explained in §4.2.2. This was carried out by studying the source motion on a “softness plot”,

shown in figure 4.12, where the 1.5–3.0 keV vs. 3.0–10.0 keV count rate ratio is plotted against that

between the 0.5–1.5 vs. 1.5–3.0 keV counts. There, the data points are observed to move sometimes

to lower left of the main clustering; this is due to the absorbing dips. Then, we define “dipping

periods”, as those time bins wherein the data on the softness plot is outside a circle with a radius of

0.2, centered on the distribution centroid. These periods are indicated by cyan in figure 4.12, as well

as figure 4.10 and 4.11. The dips start with an increase of the neutral absorption, followed by an

enhanced contribution by an ionized or partial-covering absorber. The latter effect brings the data

points toward lower right (i.e., relative recovery of the softest counts). These dips last for several

hours, causing significant drops in the soft X-ray flux. As a reference, it has already been reported

that neutral column density changed from ∼ 5× 1021 cm−2 to ∼ 5× 1022 cm−2 in Observations 3, 4,

and 5 (Nowak et al. 2010).

4.3.5 Spectra of the XIS

We excluded the periods when the dips occurs (cyan in figure 4.10, 4.11), because they causes

significant spectral changes in energies below 3 keV where the optically thick disk emission can be

seen. Then, the XIS spectra were extracted from an annulus, with the inner radius corresponding

to a pileup fraction of 3 % and the outer radius of 4 arcmin. The response matrices and auxiliary

response files were created from xissimarfgen and xissimrmfgen, respectively (Ishisaki et al. 2007);

the latter properly takes into the effect of discarding a central region, as well as the satellite attitude

file created from aeattitudetuned (§4.3.2), so that we can correctly reproduce the source flux

through subsequent spectral fitting analysis. Since the background is less than ∼ 0.01% of the source

counts, it was not subtracted from the data. The XIS1 data were all in 3 × 3 event format, and

reprocessed by a pulse-height to energy conversion software, xispi. In contrast, the events of XIS0(3)

included both 3× 3 and 2× 2 edit modes. We added the data of both edit modes into one event file,
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and extracted spectra out of it. Although the differences between the two formats are fairly small, in

reality, the responses can differ. In this sense, a comparison between XIS0(3) and XIS1 is important

to investigate uncertainties of the responses for the 2x2 modes.

Figure 4.13 shows all Suzaku spectra of the present observations, thus obtained with XIS0, XIS1,

and XIS3. The detector responses are included. Since XIS1 has higher quantum efficiency in soft

X-ray ranges than XIS0 and XIS3, its count rates are higher at energies of . 3 keV. The features

seen around ∼ 2 keV are due to instrumental Si-K edge in the XIS and Au-M edge in the XRT. The

lower normalization in Observation 1 is caused by the larger loss of the events in orbit.

In figure 4.14, we present the same spectra, expanded around the Fe-K line. Apparently, we do

not see any prominent narrow emission lines. What we can see is a spectral break at around 6.4 keV

in all observations.

Since the instrumental responses do not have particular structures in these energy regions, this

break is certainly related to the presence of fluorescent Fe-K lines at 6.4 keV in the rest frame,

and Fe-K absorption edges at somewhat higher energies, from 7.11 keV (neutral) to 9.3 keV (H-like).

These features are thought to be created when the hard X-ray photons from the corona illuminate the

cool disk (§2.2.4). However, exact modeling of this spectral break remains ambiguous, some invoking

strong relativistic broadening of the Fe-K line (Miller et al 2006), while the others (Makishima et al.

2008) requiring weakly broadened line.

4.4 Reduction of the HXD data

We proceed to extract cleaned events of the HXD data, as explained in §4.1.4. The PIN and GSO

events were selected by criteria of elevation angle ≥ 5◦, cutoff rigidity ≥ 6GV, and 500 s after and

180 s before the South Atlantic Anomaly. We have used the cleaned events of PIN provided by the

detector teams, while we have used the energy scale processing software, called hxdpi, and event

selection software, called hxdgrade, to reprocess the GSO data (§3.4.5) The telemetry-saturated and

FIFO-full periods were discarded.

As mentioned in §3, the non X-ray background of the HXD must be subtracted from the raw

data, because the HXD has neither imaging capability nor an offset counter. We used the empirically-

contructed models for the NXB of PIN and GSO (Fukazawa et al. 2009) as introduced in §2.4.5. The

cosmic X-ray background was not subtracted from either PIN or GSO data, since its flux is below

0.1% of the signal flux in any energy range.

Table 4.4 shows the exposure corrected for dead time, and NXB-subtracted count rates in four
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Figure 4.13: The Suzaku XIS spectra of Cyg X-1, shown without removing the detector responses.

The spectra of XIS0, XIS1, and XIS3 are shown in black, magenta, and blue, respectively. The

dotted yellow line indicates 6.4 keV as a guide.
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Figure 4.14: The same as figure 4.13, expanded around the Fe-K line energy at 6.4 keV.
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energy bands. The dead time fraction was estimated by using the pseudo events, namely fake events

issued by HXD-AE at a constant rate to estimate the live time fraction. Since the beginning of

2009 April, thermal noise from electronics started to affect the low-energy end of the PIN data, thus

reducing the live time fraction through frequent “buffer-flush” and “FIFO-full” episodes in the HXD

hardware(§3.4.3). The NXB fraction is also shown in the parenthesis of individual count rates. The

NXB count rates of the PIN are negligible over the whole PIN energy range, while that of the GSO

amounts to 30–50 % of the total GSO count rate.

4.4.1 Light curve of the HXD

Figure 4.15 and figure 4.16 show two-color HXD (PIN and GSO) light curves of Cyg X-1, in the

same manner as the XIS results in figure 4.10 and 4.11, respectively. Except for the dipping phase,

the overall behavior of the HXD light curves is similar to that of the XIS. As seen in the XIS light

curves, we can see flare-like increases in Observations 3, 13, and 15. The associated spectral changes

in the hard X-ray range are expected to be small, because the PIN and GSO count rates change

together. These variations are significant even in the GSO data, because the HXD background rate

(shown in yellow) is much less variable.

Figure 4.17 shows correlations between the 15–20, 20–60, 50–100, and 100–200 keV count rates

averaged over each observation. The 15–20 to 20–60 keV softness ratio changes by ∼ 10 %, signifi-

cantly smaller than that of 60–100 to 100–200 keV which amounts to ∼ 40 %. The former softness

ratio does not correlate clearly with the 15–20 keV count rate, while the latter relatively well corre-

lates with it in a positive way. However, as in the bottom panel of figure 4.17, to the softness ratios

exhibit a tight correlation. These results mean that the hard X-ray spectrum softens as the source

becomes brighter, and that this flux-dependent spectral change is more prominent in higher energies.

4.4.2 Spectra of the HXD

The spectra of Cyg X-1 acquired with the HXD are shown in figure 4.18, after subtracting the NXB

and correcting for the dead time. The normalization of each spectrum is proportional to the source

intensity in that observation, except Observation 1 which was performed at the XIS nominal position;

as a result, the normalization of the HXD spectrum of this particular observation if ∼ 10 % lower

than those of the others which were conducted at the HXD nominal position. We have changed the

high voltage from 500 V to 400 V (§3.4.1), and this affects the PIN normalization by less than ∼
10 %. The lower threshold of PIN was raised due to enhanced thermal noises; this can be seen at
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Table 4.4: The exposure and count rates of Cyg X-1 recorded with the HXD.

N Exposure PIN GSO

Time(ks)∗ C(15–20 keV)† C(20–60 keV)† C(50–100 keV)† C(100–200 keV)†

1 16.8 (92.9) 12.61±0.03 (1.0) 15.06±0.03 (1.2) 17.30±0.04 (19.0) 8.94±0.03 (36.2)

2 25.8 (93.1) 11.91±0.02 (1.1) 14.24±0.02 (1.4) 17.67±0.03 (26.4) 9.63±0.03 (46.5)

3 37.4 (93.0) 8.39±0.02 (1.4) 10.07±0.02 (1.9) 12.61±0.03 (34.4) 7.17±0.03 (56.2)

4 30.4 (93.4) 5.33±0.01 (2.2) 6.27±0.01 (3.0) 7.75±0.03 (45.2) 4.39±0.03 (67.0)

5 27.0 (93.3) 10.06±0.02 (1.1) 12.05±0.02 (1.6) 14.49±0.03 (32.2) 7.88±0.03 (56.0)

6 14.4 (92.7) 11.32±0.03 (0.9) 13.58±0.03 (1.2) 16.62±0.05 (30.5) 9.06±0.05 (54.1)

7 12.2 (92.9) 10.82±0.03 (1.1) 13.13±0.03 (1.4) 15.89±0.05 (31.9) 8.81±0.05 (55.1)

8 12.2 (93.6) 9.60±0.03 (1.1) 11.60±0.03 (1.4) 14.10±0.05 (33.3) 7.80±0.05 (57.3)

9 15.2 (93.3) 10.16±0.03 (1.1) 12.25±0.03 (1.4) 14.70±0.04 (33.1) 8.14±0.04 (57.4)

10 11.4 (91.8) 9.72±0.03 (1.2) 11.58±0.03 (1.6) 13.97±0.05 (36.0) 7.62±0.05 (59.2)

11 14.0 (91.5) 11.24±0.03 (1.0) 13.48±0.03 (1.3) 15.74±0.05 (33.3) 8.34±0.05 (57.3)

12 16.2 (92.6) 10.04±0.03 (1.1) 11.75±0.03 (1.5) 13.26±0.04 (35.5) 6.92±0.04 (60.6)

13 15.0 (92.7) 12.42±0.03 (0.9) 14.44±0.03 (1.2) 15.93±0.05 (31.8) 7.72±0.04 (58.7)

14 24.2 (94.1) 11.30±0.02 (0.9) 12.89±0.02 (1.3) 13.12±0.03 (35.0) 6.04±0.03 (64.2)

15 14.1 (93.9) 14.22±0.03 (0.8) 15.84±0.03 (1.1) 15.40±0.05 (31.7) 6.88±0.04 (61.0)

16 6.2 (92.2) 11.44±0.04 (1.0) 13.02±0.05 (1.3) 13.56±0.07 (35.3) 6.51±0.07 (62.5)

17 14.2 (93.6) 8.81±0.03 (1.2) 10.41±0.03 (1.7) 12.08±0.04 (38.2) 6.45±0.04 (63.3)

18 18.6 (93.0) 9.17±0.02 (1.2) 10.98±0.02 (1.6) 12.93±0.04 (37.1) 7.16±0.04 (60.9)

19 12.9 (91.8) 7.20±0.02 (1.7) 8.62±0.03 (2.2) 10.29±0.05 (43.6) 5.72±0.05 (66.8)

20 16.8 (92.3) 7.08±0.02 (1.5) 8.49±0.02 (2.0) 10.08±0.04 (43.5) 5.64±0.04 (67.2)

21 17.4 (93.2) 12.26±0.03 (0.8) 14.91±0.03 (1.1) 17.56±0.04 (29.9) 9.42±0.04 (54.1)

22 10.5 (92.1) 10.36±0.03 (1.1) 12.25±0.03 (1.4) 14.25±0.05 (35.4) 7.77±0.05 (59.3)

23 12.1 (92.2) 10.29±0.03 (1.1) 12.34±0.03 (1.4) 14.71±0.05 (34.7) 8.00±0.05 (58.6)

24 16.4 (94.1) 10.08±0.02 (0.9) 12.07±0.03 (1.2) 14.48±0.04 (33.1) 8.05±0.04 (57.8)

25 3.2 (92.4) 15.57±0.07 (0.7) 18.56±0.08 (1.0) 21.20±0.11 (26.7) 10.95±0.10 (50.5)

∗ The deadtime-corrected exposures and the livetime fractions in percent in the parentheses.

† The NXB-subtracted count rates and the NXB fractions in percent in the parentheses. The

errors are statistical errors only.
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Figure 4.15: The NXB-subtracted and dead-time corrected HXD light curves from Observations 1 to

5. The 10–60 keV PIN data and the 50–200 keV GSO data are shown in red and green, respectively.

The background light curve of GSO over 50-200 keV is shown in yellow. A time-bin size of 128

seconds is used. These are to be compared with the XIS light curves in figure 4.10.
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Figure 4.16: The same as figure 4.15, but for Observations 6 through 25. The corresponding XIS

light curves are given in figure 4.11
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Figure 4.17: (top) A scatter plot between the 15-20 keV HXD-PIN count rate and 15-20/20-60 keV

HXD-PIN hardness ratio. (middle) The same HXD-PIN count rate plotted against the 50-100/100-

200 keV HXD-GSO count rate. (bottom) Correlation between the HXD-PIN and HXD-GSO hardness

ratios.
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around 10–15 keV in figure 4.18 in Observation 6 and afterwards.

To clarify the NXB level, we also plotted NXB spectra of PIN and GSO in figure 4.18. The NXB

of PIN is normally less than 1% of the PIN signals from Cyg X-1, and at most ∼ 10 % at ∼ 60 keV.

The NXB of GSO becomes comparable to matches the GSO signals from Cyg X-1 at ∼ 150 keV, and

the 3% of NXB at ∼ 300 keV. Thus, we use the spectra up to ∼ 300 keV when performing spectral

fits. These HXD data are being analyzed by Torii et al. (2010, 2011), is which the present author is

included as a co-author, There results are referred to in §5.1.4.
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Figure 4.18: The HXD spectra Cyg X-1, shown without removing the instrumental responses. The

background-excluded PIN spectra, the background-subtracted GSO spectra, the NXB spectra of

PIN, and the NXB events of GSO are shown in red, green, black, and black, respectively.



Chapter 5

WIDE-BAND SPECTRAL ANALYSIS

5.1 Time-averaged Spectra of Cyg X-1

5.1.1 Wide-band spectra

We begin with comparing all the Suzaku spectra of Cyg X-1 averaged over individual observations.

The employed spectra of the XIS and the HXD are the same as shown in figure 4.13 and figure

4.18, respectively. However, to make the spectral shapes more directly visible without bothered by

the instrumental effects, we have deconvolved (or conventionally called “unfolded”) them from the

detector responses, and show the results in figure 5.1. This is usually employed after finding the

best-fit models, because it could derive artificial structures when extremely inappropriate models

are applied to the data. In this case, we can safely perform the deconvolution, because featureless

spectral shapes over almost all energies and especially around Fe-K lines as shown in figure 4.14.

To remove the detector responses, we need the response matrix functions and the auxiliary files

for each sensors, which are created by the specific softwares for the XIS data (§4.3.5), and are

provided by the detector teams for the HXD data. The cross normalization between XIS and HXD

is fixed at the standard value of 1.17, and those among XISs are fixed at 1.0, and the accuracy of

the cross normalization and response/auxiliary files are estimated to be less than ∼ 5%, based on

the Crab Nebula data (Suzakumemo 200806). More specifically, there still remains huge systematic

errors by more than 5%; around 1.7–1.9 keV from Si edges and ∼ 2.3 from Au-M edge on XRT in

the XIS band, while ∼ 40 keV from Gd-K escape peaks in the PIN band, though these systematics

do not becomes the critical issues as long as these ranges are discarded before performing detailed

spectral analysis. To reproduce the observed data, we need to approximate the observed spectra by

using arbitrary models. Here, to study systematics in the deconvoluion, we have tried several models:

82
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powerlaw, diskbb + powerlaw, and diskbb + powerlaw + gauss(at 6.4 keV) model for the XIS

band, while used cutoff powerlaw or compps model for the HXD band. The differences caused by

the differences in employed models are less than ∼ 1 %. The small differences around Fe-K features

can be understood by smeared line-like or edge-like features in the observed spectra as shown in

figure 4.14. Thus, the systematics in the process of the deconvolution is ∼ 1 %, much less than those

in the responses or pileup effects.

The spectra of XIS0, XIS1, and XIS3 are shown separately, while the spectra taken in the P-sum

mode are omitted. As a reference, the spectra of Observation 3 are superposed in cyan. Because the

flux in Observation 3 is the lowest except for Observation 4, these ratios are considered to represent

the spectral evolution as the mass accretion rate gradually increases. Since the deconvolution process

utilized the knowledge of the rmf and arf files in each observation, the obtained νFν spectra become

corrected for differences in the pointing position, as well as in the pileup elimination. The large

differences seen in Observation 1 among the XIS cameras are caused by the difference in their in-

orbit event rejection (§4.4).

At a first glance, these νFν spectra show all very similar shapes, monotonically rising up to ∼
100 keV, then sharply falling. The positive spectral slope over ∼ 10 keV to ∼ 100 keV is expressed

by a photon index of ∼ 1.5, which is a typical value seen in the Low/Hard state (§2.2). On a closer

look, these spectra reveal three characteristic changes. One is the soft X-ray excess, which becomes

prominent in Observations 13, 14, 15, and 16, and to a lesser extent in Observations 1, 17, and

25. Similarly, the HXD spectra in Observation 18 agree with those of the reference, while the XIS

spectra of this observation show an excess over the reference. Another is that the spectral slope

becomes steeper as the flux gets higher, as seen in Observations 13, 14, 15, and 16. The other is that

the high-energy cutoff gradually moves to lower energies as the flux increases; e.g., the peak of the

reference, at ∼ 100 keV, is higher than that of Observations 14 and 15.

In order to examine the spectral features at 6 ∼ 7 keV noticed in both figure 4.14 and figure 5.1,

we expanded these regions in figure 5.2. The differences among the spectra of the three XIS cameras

are ∼ 5%, which are slightly larger than a typical systematic errors of ∼ 3% between them (Suzaku

memo 2008) because of discarding the center regions of the images. Aside from the differences in the

cross normalization, all the XIS spectra shows a line-like feature at ∼ 6.4 keV and edge-like feature

at ∼ 7 keV, in a manner which is rather insensitive to the overall spectral changes seen in figure 5.1.

These features reconfirm the inference from figure 4.14, that the spectra are broken at ∼ 6.4 keV,

where the detector response does not have any particular structure. Thus, the Fe-K line and Fe-K

edge are considered to have significant effects on the spectra.
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Figure 5.1: The background-subtracted Suzaku spectra of Cyg X-1 from the 25 observation, shown

in the νFν form after removing the detector responses (“or deconvolved”). The spectra of XIS0,

XIS1, XIS3, PIN, and GSO are shown in black, magenta, blue, red, green, respectively. The cyan is

the spectra in Observation 3 superposed as a reference.
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Figure 5.2: The same as figure 5.2, expanded around the Fe-K line energy at 6.4 keV.
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5.1.2 Spectral ratios

To more directly examine the spectral changes among the observations, we created spectral ratios in

figure 5.3, again using spectra of Observation 3 as a reference. Since the instrumental responses have

already been removed in §5.1.1, we can easily take the ratios among those in different observations.

Since the differences in the observational and data-processing conditions were already removed in

figure 5.1, the derived ratios can be considered to directly represent ratios between the incident source

spectra. The XIS data are presented as ratios between a pair of spectra taken by the same camera,

because this further reduces remaining systematic uncertainties among different XIS cameras.

By inspecting these ratios in higher energies of & 10 keV, three properties can be noticed. One

is that the hard X-ray flux varied by a factor of 2–3 among the 25 occasions. Another is that the

spectral ratios in figure 5.3 show negative slopes therein in most data sets. This is consistent with

the previous results (e.g., Makishima et al. 2008) in that the spectrum becomes softer as the flux

becomes higher. One exception is Observation 4, which is dimmer than Observation 5, but also shows

a negative slope. The other is that when the 10–40 keV continuum slope softens, as in Observation

13 to 16, the cutoff energies at ∼ 100 keV also decreases. This is the same inference as seen in figure

5.1, as well as in the softness ratios of the HXD (figure 4.17).

When looking at the softer band E < 10 keV, where mainly the emission was attributed by

Makishima et al (2008) to the soft Compton continuum (figure 4.3), we can see that the soft excess

is generally stronger than in the reference (Observation 3), and is increasing in particular from

Observations 11 to 16. As a result, the flux variation at ∼ 1 keV among the 25 data sets amounts to

an order of magnitude, which is much larger than that in the hard X-rays. Since the dipping phases

were excluded from all the spectra, there changes cannot be caused by variations in the absorption.

To examine the spectral differences around the Fe-K features, in figure 5.4 we expanded the

spectral ratios at these energies. The ratios are relatively featureless, suggesting that the Fe-related

features vary approximately in proportion to the overall continuum.

5.1.3 Properties of mid-term variations

By inspecting figure 5.1 through figure 5.4, we can deduce the following characteristics of the spectral

changes. which occurred among the observations, on a time scale of days to months,

1. As the X-ray flux increases, the soft excess develops very prominently, up to energies of ∼ 10

keV.



CHAPTER 5. WIDE-BAND SPECTRAL ANALYSIS 87

Figure 5.3: The same wide-band spectra as shown in figure 5.1, but all normalized to that of Obser-

vation 3.
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Figure 5.4: The same as figure 5.3, expanded around the Fe-K line energy at 6.4 keV.
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2. The Fe-K line/edges features are detected in all observations, without noticeable differences

among them. In other words, these Fe-related features vary approximately together with the

continuum.

3. The spectral slope over 10–100 keV and the cutoff feature at ∼ 100 keV both changes. The slope

becomes steeper and the cutoff becomes lowe as the flux increases, keeping the line equivalent

width and the edge depth both constant.

The soft excess (the 1st characteristics) up to ∼ 10 keV cannot be explained by the directly visible

disk alone, because the temperature would have to be higher then ∼ 1 keV to make the change visible

up to such high energies; this is even higher than was measured in the High/Soft state (Dotani et al

1997). Thus, the soft X-ray excess must be contributed by something else, of which a likely candidate

is the increase of the Soft Compton continuum employed by Makishima et al. (2008). Supposing

that the soft excess is a mixture of the direct disk emission and the Soft Compton component, it

is of basic importance to disentangle them. This is because how to model the continuum over a ∼
2 to ∼ 5 keV range can affect the modeling of Fe-K line profiles, possibly leading to a wrong line

broadening and hence to incorrect black-hole spin. If we over-estimated the disk contribution, its

temperature would artificially increase and its inner radius would decrease, followed by a misleading

argument for rapid black-hole rotation (Miller et al. 2005).

The Fe-K line/edge features are important as a supplementary probe to determine the inner radius

of the disk, or the geometry of the disk and the corona. The observed constancy of the Fe-K feature

means that these reprocessed components are fully catching up with the continuum variations, and

therefore, they are produced relatively close to the black hole. However, to make this statement more

meaningful, we need to analyze variations on shorter time scales (§5.2)

The 3rd characteristic may be rephrased that the production mechanism of the hard X-ray con-

tinuum changes systematically, depending on the mass accretion rate. If employing the standard

view of Comptonization, these changes provide us an opportunity to quantify the parameters of the

corona.

We consider the conceivable systematic uncertainties on these analysis. The uncertainties caused

by unfolding the spectra are estimated to be less than ∼ 1% as mentioned in §5.1.1. The uncertainties

of the detector responses of the XIS and the PIN are known to be ∼ 3–5 % (Suzakumemo 200806).

That of the GSO is ∼ 5 %, as shown in figure 3.12. The effect of dips became almost negligible by

properly removing dip phase clearly as seen in figure 4.12. The systematic uncertainties of the NXB

of the PIN is assumed to be at most ∼ 3%, and the 3% level of the NXB are less than 1% level of
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the PIN signal even at ∼ 60 keV, as shown in figure 4.18. That of the GSO is assumed to be ∼ 3%,

which becomes comparable to the statistical errors at ∼ 200 keV. Thus, our results that the spectral

changes by at least ∼ 10% are not affected by these uncertainties.

5.1.4 Quantification of the HXD spectra

To quantify the 3rd characteristic in §5.1.3, S. Torii, who is one of our collaborators, has been working

closely with the present author on the analysis of the HXD data. Here, we briefly quote his fitting

results of the HXD data (Torii et al. 2011). The model employed to represent Comptonization is

compps, which is the same model as used in Makishima et al. (2008). It has four free parameters:

normalization (or flux), the compton y parameter, the electron temperature Te, and the reflection

fraction Ω. The optical depth can be derived from y and Te. The column density of a photoelectric

absorption and the temperature of the disk are fixed respectively, at 6 × 1022 and 0.2 keV, the

same values as obtained by Makishima et al. (2008). The Soft Compton component, employed by

Makishima et al (2008), was not incorporated, because its contribution is considered negligible in the

HXD band (figure 4.3). The spectra, the responses, and the auxiliary files are identical as introduced

in §4.

According to Torii et al. (2011), all the HXD data were successfully fitted with a single compps

component. The resultant parameters are presented in table 5.1, and plotted in figure 5.5 as a

function of the All Sky Monitor count rate, which serves as a convenient measure of the 1–12 keV

source intensity. Three examples of the fitting results are also shown in figure 5.6. The three fits are

all acceptable with χ2
ν = 1.09(134), 1.06(134), and 1.14(135).

As clearly shown in figure 5.5, the y parameter changes in a clear negative correlation with the

ASM counts, thus quantitatively verifying our qualitative statement made in §5.1.3. The value of Te

appears to decrease as the ASM count rate increases, which is again consistent with what we inferred

from figure 5.3. However, the change in Te is less clear than that in y. It is likely that the increase

of Ω can work to mitigate a decrease of Te. To more correctly quantify the changes in Te, we need to

include the soft X-ray energy range and include the soft Compton continuum into the fitting model,

but this is beyond the scope of the present paper.

5.1.5 Need for time-resolved spectroscopy

In §5.1.1 and §5.1.2, we examined the time-averaged 25 spectra of Cyg X-1, in a rather qualitative

way instead of performing quantitative fits (except for the result of Torii et al. 2011 in §5.1.4.).
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Figure 5.5: The fitting results of the HXD spectra, expressed as a function of the RXTE/ASM count

rate (Torii et al. 2011)
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Table 5.1: The fitting results of the HXD spectra of Cyg X-1. (Torii et al. 2010 in prep.)

N Flux1 y Te (keV) τ Ω Chi(d.o.f)

1 4.1 1.27+0.01
−0.01 73.9+3.6

−3.1 1.76+0.13
−0.11 0.26+0.03

−0.03 1.06(130)

2 3.9 1.36+0.01
−0.00 70.4+2.5

−2.5 2.48+0.10
−0.10 0.24+0.03

−0.02 0.95(134)

3 2.8 1.40+0.00
−0.01 76.2+3.3

−3.1 2.34+0.11
−0.10 0.25+0.02

−0.02 1.09(134)

4 1.7 1.33+0.01
−0.01 98.0+9.7

−7.7 1.72+0.18
−0.16 0.23+0.03

−0.02 0.73(134)

5 3.2 1.31+0.01
−0.01 79.9+4.1

−3.8 2.10+0.11
−0.12 0.28+0.03

−0.02 1.06(134)

6 3.7 1.34+0.01
−0.01 73.4+4.0

−3.4 2.33+0.13
−0.13 0.25+0.02

−0.03 1.04(135)

7 3.6 1.33+0.01
−0.01 87.0+6.9

−5.7 1.94+0.16
−0.15 0.31+0.04

−0.03 1.15(135)

8 3.2 1.34+0.01
−0.01 78.1+5.4

−4.6 2.19+0.15
−0.15 0.27+0.03

−0.03 1.17(135)

9 3.3 1.32+0.01
−0.01 80.8+5.3

−4.7 2.09+0.14
−0.14 0.28+0.03

−0.03 1.08(135)

10 3.1 1.30+0.01
−0.01 91.0+9.0

−7.1 1.81+0.19
−0.17 0.28+0.04

−0.03 1.07(135)

11 3.5 1.27+0.01
−0.02 84.6+6.3

−5.4 1.91+0.15
−0.15 0.33+0.04

−0.03 1.04(135)

12 3.0 1.20+0.01
−0.01 86.0+7.0

−5.8 1.78+0.15
−0.15 0.30+0.04

−0.03 0.98(135)

13 3.6 1.18+0.01
−0.01 70.2+4.1

−3.7 2.14+0.14
−0.13 0.32+0.04

−0.03 0.89(135)

14 3.0 1.09+0.01
−0.01 64.7+3.2

−3.1 2.16+0.12
−0.13 0.33+0.03

−0.03 1.31(135)

15 3.6 1.00+0.01
−0.02 77.9+6.2

−5.3 1.63+0.15
−0.14 0.39+0.04

−0.04 1.14(135)

16 3.1 1.10+0.02
−0.02 75.5+8.5

−6.8 1.86+0.21
−0.22 0.34+0.05

−0.05 1.02(127)

17 2.7 1.26+0.01
−0.01 78.6+6.2

−5.3 2.04+0.17
−0.16 0.28+0.03

−0.04 1.19(136)

18 2.9 1.29+0.02
−0.01 81.4+5.4

−4.8 2.03+0.15
−0.14 0.28+0.03

−0.03 1.07(137)

19 2.3 1.30+0.02
−0.02 91.5+10.9

−8.4 1.81+0.21
−0.21 0.29+0.04

−0.04 0.91(132)

20 2.3 1.29+0.02
−0.02 99.6+12.3

−9.4 1.64+0.20
−0.19 0.33+0.04

−0.04 1.24(136)

21 3.9 1.31+0.01
−0.01 74.7+3.7

−3.5 2.24+0.12
−0.12 0.34+0.02

−0.03 1.04(137)

22 3.2 1.27+0.01
−0.02 79.0+6.1

−5.3 2.05+0.16
−0.16 0.25+0.04

−0.03 0.94(135)

23 3.3 1.31+0.01
−0.01 75.8+5.1

−4.4 2.21+0.15
−0.16 0.27+0.03

−0.03 0.91(137)

24 3.3 1.32+0.01
−0.01 78.7+4.9

−4.3 2.14+0.14
−0.13 0.28+0.03

−0.03 1.15(137)

25 4.8 1.24+0.01
−0.02 79.8+9.0

−7.1 1.97+0.23
−0.21 0.36+0.06

−0.05 1.01(121)

1 The 10–200 keV flux in an unit of 10−8 erg/sec.
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Figure 5.6: The νFν spectra and the fit results for three representative spectra; Observation 3, 5,

and 15 (Torii et al. 2011).

This was meant to obtain model-independent supporting evidence for individual ingredients of the

“ double Compton”modeling by Makishima et al. (2008), i.e., a directly visible disk, soft and hard

Compotonization continua, reflection, and an Fe-K line. In order to complement these qualitative

arguments, in §5.1.4 we briefly referred to a quantitative results by Torii et al. (2011) on the HXD

spectrum analysis.

Utilizing mainly the differences among the 25 spectra, we have so far revealed stable presence of

the Fe-related feature, clarified systematic variations of the hard continuum, and found the emergence

of soft excess as the flux increases. The soft excess, which is much “hotter” than the optically thick

disk emission, was confirmed to provide good evidence for the soft Compton continuum. These overall

results can be comfortably accommodated by the model employed by Makishima et al. (2008) as

explained in §4.1. without requiring any extra component, or any fundamental modification to the

scenario. However, the spectral behavior still suffer from some ambiguity to be further resolved.

One of such remaining issues is to examine whether there really exists a directly visible disk at

the lowest end of the spectra. As long as dealing with the time-averaged spectra, we would need

to rely upon particular modeling (e.g., a fit with diskBB and a PL) to remove the soft Compton

component. However, if the two components change on different time scales, the“ intensity-sorted

spectroscopy”(§4.1.3) with a short time resolution will allow us to separate, in a model-independent

manner, different components that vary in different ways on the relevant time scale. Therefore,

we have decided to apply, in the next section, this analysis to all the data. Theoretically, this is

considered promising, because the corona is expected to change on a time scale of ∼ 1 sec, while the
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disk on a viscous time scale, ∼ 105 sec (§2.3.4). Observationally, we have supporting evidence as

well, because the high/low ratios in figure 4.4(c) exhibit an apparent drop at energies below ∼ 1 keV,

where the directly visible disk is expected to appear (figure 4.3). If this is interpreted as evidence for

the disk, we expect it to become stronger when the spectra of Cyg X-1 has a more prominent soft

excess.

Yet another issue to be solved is how to interpret the clear changes in the slope and the cutoff

energies of the hard continuum, observed on a time scale of ∼ days or longer. Although these

effects are consistent with the idea of thermal Comptonization, it is not yet clear how the relevant

parameters, including the Compton optical depth and the electron temperature of the corona in

particular, are changing. Furthermore, it is not yet understood, either, how these variations of the

hard Compton emission are related to those of the disk and the soft Compton component. As already

discussed in §4.1.4, the best way to tackle these problems will be to study spectral changes on a time

scale shorter than 1 sec. Thus, we have decided to perform, in §5.3, the “Shot Analysis” using the

HXD data and the P-sum mode XIS data.
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5.2 Intensity-sorted Spectroscopy

5.2.1 Definition

Here we review the definition of “intensity-sorted spectroscopy” (§4.1). The high-flux phese is defined

as

{t | C(t) > (1 + f) C(t)T}, (5.1)

while the low-flux phase as

{t | C(t) 5 (1 − f) C(t)T}, (5.2)

where C(t) and t is the count rate and the event arriving time, respectively. f is a threshold to

determine the high and low intensities, T is an interval over which C(t) is averaged, and C(t)T

denotes the average count rate over the interval of t − T/2 < t < t + T/2 . The gap between the

high and low phases are defined as an intermediate-flux phase. Strictly speaking, the method is not

completely the same as used in Makishima et al. (2008); in our case, C(t)T is determined at t as a

running average, while in the latter every 200 seconds in a discrete manner.

When conducting the intensity-sorted spectroscopy with a single detector, we need to set f rather

high to avoid Poisson noise; otherwise, the high and low-spectra would pick up the effects of statistical

fluctuations. However, in the present case, we can avoid this problem by using multiple detectors.

Specifically, we make the lightcurve C(t) from one of the XIS cameras or of the HXD if needed. and

determine the high/low flux phase based on equation 5.1 and 5.2. Then, according to the criteria,

we accumulate the high-phase and low-phase events of the other XIS cameras. By doing this, we can

inhibit the poisson statistics of C(t) from propagating into the events used for spectral analysis.

For creating C(t), We used XIS3 after excluding the dipping periods, In Observation 5, 9, 24,

and 25, either XIS0 or XIS3 data were taken in the P-sum mode, and this makes them particularly

useful because the count rate obtained from the P-sum mode is higher than those from the other

modes due to no burst options. The whole events, in the 0.5–10 keV range, including those at the

image center, were used to make C(t), because the pileup effects are negligible compared with the

intrinsic changes of the sources. Figure 5.7 shows the high, intermediate, and low phase light curves

for all observations, where f is set at 0.1, and T is 64 s. The bin size of the light curves is set at the

time resolution, 1.0 sec for Observation 1 and 2 (i.e, 1/8 Window mode), while 2 sec for the others.

This means that the high/low judgement is carried out on a time resolution of 1.0 or 2.0 sec, and

the mean intensity for this judgement is calculated over 64-sec interval centered on the current time

bin. The P-sum mode data were rebinned into the 1.0 sec bins.
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Figure 5.7: The Suzaku XIS light curve of Cyg X-1, used for the intensity sorting. The high,

intermediate, and low-flux phases are shown in red, green, and blue, respectively. The time coverages

are the same as in figure 4.10 and 4.11, except that the dipping periods were excluded.
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Figure 5.8: The intensity-sorted νFν spectra of Cyg X-1, taken with XIS1. The sorting was made

referring to the XIS3 data with a time resolution of 1.0 or 2.0 sec. The high and low phase spectra

are shown in black and blue, respectively. The estimated disk component is shown in red, with their

90% errors by dotted lines in magenta.
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5.2.2 Spectra at high- and low- flux phases

According to the high-low criteria in §5.2.1, either the XIS0 or the XIS3 data, we accumulated

XIS1 data into high-flux and low-flux spectra. We used f = 0.05 as a compromise between photon

statistics and the contrast in intensity. In Observation 1, the XIS0 data were used due to severe

telemetry saturation of XIS1. All the spectra sorted in this way are plotted in figure 5.8 in νFν

form. The intensity thus changes by ∼ 20 % in Observation 1, and by ∼ 30% in Observation 16. In

all observations, the pair of spectra have very similar shapes, implying that the source variations on

1–2 sec time scales occurs primarily keeping constant the spectral shapes. Closely looking at them

below ∼ 1 keV, the low-phase spectra are observed to be falling somewhat more slowly toward lower

energies. than than their high-phase counter parts.

To clarify the spectral changes, we made the ratios of the low-phase spectrum to the high-phased

spectrum, and plot them in figure 5.9. The ratio in figure 4.4 (c) becomes identical to the reverse of

figure 5.9. The slope at energies of > 2 keV is thus increasing in all the observations, indicating that

the spectrum becomes softer as the flux increases just like in the mid-term variations (§5.1).

The ratios taken in Observation 13, 14, 15, and 16 clearly show a significant hump over ∼ 0.5

keV up to ∼ 2 keV. The same effect is seen, to a lower extent, in Observations 1, 17, and 25. The

shape of the hump is reminiscents of the directly visible disk. This makes a contrast to figure 5.3,

where the soft excess extended to much higher energies.

Then, to investigate changes around the Fe-K line/edge feature, we expanded this region in figure

5.10. Like in the mid-term case, these ratios appear rather featureless. To confirm this inference,

we fitted there ratios by a power-law function of the energy, over an energy range of 4–8 keV.

The fit results are summarized in table 5.2. Given a degree of freedom of 23, a tipical value of

35.2 corresponds to 5% significance level. Thus, all the spectral ratios are consistent with a single

powerlaw, without significant local features.

5.2.3 Quantification of the low-energy hump

As we found in figure 5.8 the hump very similar to a disk emission, we try to quantify its spectral

shapes. Assuming that the high-phase spectrum, H(E), and the low-phase spectrum, L(E), are

decomposed into a sum of a stable soft component d(E) and a varying harder component, to be

denoted h(E) in the former and l(E) in the latter, we can express them as

H(E) = w(E){d(E) + h(E)} (5.3)
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Figure 5.9: The ratios between a pair of low-flux and high-flux spectra of individual observations,

which are presented in figure 5.8. The red solid line indicates a power-law fit to the 2–4 keV range,

while the dotted lines define the error range of normalization of α in the second column in table 5.2.
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Figure 5.10: The same as figure 5.9, expanded around the Fe-K related features.
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Table 5.2: Results of fitting the low-to-high spectral ratio with a single powerlaw.

N αa βa Chi(d.o.f) αa βa Chi(d.o.f)

2–4 keVb 4.0–8.0 keV

1 0.699±0.010 0.059±0.019 46.6(36) 0.779±0.056 -0.031±0.043 25.9(23)

2 0.593±0.006 0.054±0.018 13.4(21) 0.592±0.020 0.051±0.020 37.6(23)

3 0.547±0.007 0.136±0.022 17.8(21) 0.634±0.024 -0.018±0.022 24.5(23)

4 0.601±0.011 0.070±0.031 24.5(21) 0.665±0.037 -0.040±0.033 18.9(23)

5 0.591±0.011 0.146±0.032 23.6(21) 0.715±0.041 -0.014±0.034 34.8(23)

6 0.628±0.008 0.058±0.024 23.1(21) 0.667±0.032 0.004±0.029 17.4(23)

7 0.610±0.005 0.063±0.010 58.0(36) 0.675±0.027 -0.017±0.024 27.7(23)

8 0.606±0.008 0.081±0.025 11.7(21) 0.638±0.030 0.008±0.028 18.2(23)

9 0.681±0.014 0.088±0.035 15.3(21) 0.852±0.054 -0.082±0.038 33.7(23)

10 0.578±0.008 0.149±0.025 32.8(21) 0.695±0.033 -0.018±0.028 23.9(23)

11 0.621±0.005 0.071±0.010 41.0(36) 0.651±0.027 0.033±0.025 14.9(23)

12 0.635±0.010 0.091±0.016 19.9(26) 0.651±0.029 0.060±0.026 23.6(23)

13 0.632±0.009 0.087±0.015 22.5(26) 0.674±0.028 0.038±0.025 39.0(23)

14 0.663±0.010 0.070±0.015 16.2(26) 0.721±0.032 0.015±0.027 21.6(23)

15 0.634±0.014 0.093±0.023 16.1(26) 0.782±0.054 -0.037±0.041 17.6(23)

16 0.654±0.011 0.071±0.017 22.8(26) 0.664±0.033 0.058±0.030 16.4(23)

17 0.635±0.005 0.073±0.011 60.8(36) 0.700±0.032 0.001±0.027 22.1(23)

18 0.600±0.007 0.114±0.021 18.8(21) 0.657±0.027 0.005±0.025 19.8(23)

19 0.594±0.011 0.090±0.024 43.7(36) 0.795±0.074 -0.122±0.055 32.3(23)

20 0.577±0.009 0.113±0.028 22.0(21) 0.635±0.030 0.021±0.028 31.1(23)

21 0.551±0.007 0.168±0.022 22.8(21) 0.636±0.027 0.020±0.025 33.5(23)

22 0.617±0.007 0.100±0.020 8.2(21) 0.648±0.027 0.040±0.024 14.9(23)

23 0.619±0.005 0.059±0.010 53.9(36) 0.654±0.027 0.017±0.024 20.2(23)

24 0.665±0.007 0.075±0.013 25.7(36) 0.771±0.038 -0.031±0.030 29.9(23)

25 0.714±0.007 0.028±0.013 34.0(36) 0.766±0.043 -0.002±0.034 27.8(23)

a The values of α and β are defined as αEβ.

b The fitting ranges are slightly optimized for each observation.
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L(E) = w(E){d(E) + l(E)} (5.4)

where w(E) is photoelectric absorption. The spectral ratio R(E) is then written as

R(E) ≡ L(E)

H(E)
=

{d(E) + l(E)}
{d(E) + h(E)}

. (5.5)

Since we have three unknown quantities, d(E), h(E), and l(E), it is impossible to solve equation

(5.5) for them. Therefore based on figure 5.9 and table 5.2, let us assume that the ratio at E > 2

keV can be approximated, using two parameters α and β as

R(E) ≅ l(E)

h(E)
= αEβ, (5.6)

and that this relation between l(E) and h(E) can be extrapolated down to ∼ 0.5 keV. Since the ratio

above ∼ 2 keV in figure 5.9 is straight in log-log plot, Then, equation 5.5 can be solved for d(E) as

w(E)d(E) =
αEβH(E) − L(E)

αEβ − 1
. (5.7)

the approximation of equation 5.6 is reasonable.

To obtain α and β in equation 5.6, we again fitted the ratio spectra in figure 5.9 with a single

powerlaw, but over a different energy band of 2–4 keV (not to be affected by possible Fe-K structure),

and summarize the best-fit parameters in table 5.2. The obtained best-fit power-law is indicated in

figure 5.9, in red, together with the associated uncertainties.

Then, using equation (5.7) and the obtained values of α and β, we calculated w(E)d(E) in all

the spectra. The obtained spectrum, w(E)d(E), are shown in figure 5.8 in red, superposed on H(E)

and L(E). Since the soft excess was insignificant in ten among the 25 data sets. we have omitted

them from this analysis. Apparently, these spectrum in figure 5.8 are very similar in shape to a disk

emission,

To quantify the shapes of w(E)d(E), we fitted them with a wabs * diskbb model, with the

neutral column density in w(E) fixed at 6 × 1021cm2. The fit was made with least-square method.

In figure 5.11, the best-fit wabs * diskbb models are compared with the soft excess spectra derived

from the data. Thus, the best-fit model in each observation is generally confined between the lower

and upper limits defined by the data, implying the model to be acceptable. It is assuring that the

model traces the data particularly well in Observations 14, 15, and 16, wherein the soft excess is

rather prominent. We hence conclude that the soft component which underlies the high-phase and

low-phase spectra can be reproduced by the disk emission model.
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Then, we have quantified the value of disk parameters. Although the estimation of the errors

are not unique in this case, the errors of these values are defined as those from the best-fitted value

for the minimum (blue solid) and maximum (green solid) spectra in figure 5.11. The fitting was

performed by a method of least squares. The resultant parameters are summarized in table 5.3.

Observation 14 to 16 gives higher disk luminosities than those of the others, which is consistent the

bigger hump in there observation seen as figure 5.9.

Table 5.3 summarizes the disk parameters obtained in this way. There, the errors were determined

so as to encompass two extreme solutions represented by solid blue and green curves in figure 5.11.

Looking at these parameters, we confirm that Observations 14 to 16 indeed give higher luminosities

than the others, in agreement with the impression from figure 5.8. Although the inner radius was

not well constrained in many cases, it is always larger than 1.24 Rg, and is hence physically reason-

able. The disk temperature increases from ∼ 0.1 keV to ∼ 0.2 keV, as the spectra becomes softer.

Considering that the temperature goes up to ∼ 0.4 keV in the High/Soft state (Dotani et al. 1996),

we may be observing an approach of the source toward the state transition.

In the results of Makishima et al. (2008), the disk luminosity, the temperature, and the inner

radius Rin in Observation 1 were determined as 10+13
−3 × 1036 erg s−1, 0.19+0.01

−0.02 keV, and 250+210
−60 km,

respectively. Our values in table 5.3 are all consistent with these within errors.

Utilizing the fast (∼ 1sec) variations, we have thus successfully separated the Soft Compton

continuum (varying on that time scale) and the cool disk (stable on that time scale), which used to

be mixed up in figure 5.3. This suggests, equivalently, that the Soft compton continuum and the

directly visible disk emission are both real entities.

Finally, we must consider the uncertainties of pileup and core-extracted responses of the XRT.

As shown in figure B4 and D1, although to separate the two uncertainties are difficult, these in

total gives ∼ 20 % systematic uncertainties below E < 2 keV. This spectra used in intensity-sorted

spectroscopy are taken from the same CCD region corresponding to the 3% pileup fraction in average,

and accumulated during the high- and low- phase for each observation. Thus, we can assume that

using the spectral ratio in figure 5.9 taken from the same CCD region cancels out the systematic

uncertainties of the XRT. The spectral change in Observation from 13 to 16 reach & 20 % below 2

keV, leaving almost straight above ∼ 2 keV, all of which are not easily explained by pileup effects.

Generally, pileup effects becomes more prominent in higher energies, making spectral harder (cf.

Yamada et al. 2009), since a higher-energy photon produces more multi-hit pixel events than a

lower-energy one (figure 4.9). Although the overall spectral shape might be distorted by ∼ 10 % due

to pileup effects, the changes below ∼ 2 keV can be considered to be fairly robust.
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Figure 5.11: Results of fitting the soft excess spectrum w(E)d(E) of equation 5.7 (red in figure 5.8)

with an absorbed diskBB model. The data and best-fit disk modes are shown in red solid and red

dotted curves, respectively. The blue and green indicate 90% errors associated with the data (solid)

and model (dotted).
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Table 5.3: The fitting results of the stable disk emission.

N Rin
a (km) Rin (Rg

b) Tin (keV) Lc

1 392.3+879.9
−203.8 17.4+39.1

−9.0 0.14+0.04
−0.04 7.6+13.4

−2.8

2 72.7+23.4
−33.9 3.2+1.1

−1.5 0.16+0.06
−0.05 0.4+0.3

−0.0

10 973.9+1638.5
−770.9 43.3+72.8

−34.3 0.10+0.05
−0.02 12.0+24.0

−9.3

11 226.8+119.2
−65.1 10.1+5.3

−2.9 0.15+0.02
−0.02 3.4+1.0

−0.6

12 512.5+878.7
−249.6 22.8+39.0

−11.1 0.13+0.03
−0.03 9.7+15.3

−3.8

13 616.5+475.1
−107.6 27.4+21.1

−4.8 0.14+0.01
−0.02 19.0+13.0

−2.0

14 629.2+409.5
−209.7 28.0+18.2

−9.4 0.15+0.02
−0.02 26.0+14.0

−7.0

15 355.4+479.0
−85.9 15.8+21.3

−3.8 0.18+0.02
−0.04 17.0+18.0

−2.0

16 582.3+754.8
−185.3 25.9+33.5

−8.3 0.15+0.02
−0.03 22.0+26.0

−5.0

17 1908.7+1365.1
−1112.1 84.8+60.7

−49.4 0.09+0.02
−0.01 31.0+26.0

−19.0

18 1180.0+2657.4
−906.9 52.4+118.2

−40.3 0.09+0.04
−0.02 12.0+34.0

−9.2

21 957.5+1619.7
−757.6 42.6+71.9

−33.7 0.10+0.05
−0.02 12.0+23.0

−9.4

22 237.0+265.6
−65.8 10.5+11.8

−2.9 0.15+0.02
−0.03 3.7+3.1

−0.5

23 90.8+52.4
−16.8 4.0+2.4

−0.7 0.18+0.02
−0.03 1.1+0.2

−0.0

25 185.4+116.9
−37.5 8.2+5.2

−1.6 0.18+0.02
−0.03 4.7+1.3

−0.2

a Assuming D = 2.5 kpc, i = 45◦.

b Assuming M = 15M⊙.

c Bolometric luminosity in 1036 erg s−1.
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5.3 The Shot Analysis

In §5.2, we have successfully singled out the disk emission as a component that is not varying on ∼ 1

sec time scales. However, as already noticed in §5.1.5, these time scales are considered still too long

to find components that are varying, and to study how they are changing. This motivate us to carry

out “Shot analysis”, making the use of high time resolutions of the P-sum XIS data and the HXD

data.

5.3.1 The definition and preparation

Here, we define the peak time t of each “shot” as a local maximum in the light curve C(t), as

{t | C(tb) < C(t) ≥ C(ta) & C(t) > fC(t)T , where t − T < tb < t, t < ta < t + T}, (5.8)

where f and T are the threshold and the time interval, with the same meaning as in §5.2.1. Equation

(5.8) is nearly the same as those used by Negoro et al. (1994) with Ginga, and recently by Focke &

Wai (2005) with RXTE. As already argued in these previous works, when accidentally two adjacent

bins of C(t) have the same value at the peak, the first of them is selected as the shot peak; for

example, when C(t1) < C(t2) = C(t3) > C(t4) is realized, t2 is to be the shot peak. Although the

results of this algorithm tend to be biased towards the former part of the shot, equation (5.8) works

robustly and very fast due to no iteration. Thus, we adopt equation (5.8) as a definition of the

shot. In addition to equation (5.8), we may in practice impose another constraint on the separation

between the two successive shots, ∆T as ∆T > gT , where g ≥ 1.0 is yet another parameter; this

is not always necessary, but works to avoid accumulating the small shots or fake events caused by

the Poisson statistics. Since we aimed at accumulating as many photons as possible, and keeping

enough exposure in a shot phase to make quantification of spectral change easier, we used g = 1,

which means a minimum of ∆T is T .

In this thesis we limit our shot analysis to Observation 5, because XIS0 was then operated in the

P-sum mode (table 4.2), and its total exposure is 33.9 ks (including the dipping periods), is longer

than those of any other P-sum data sets. Data reduction of the P-sum events are different from that

of the standard mode in the Grade selection: Grade 0 (single events), 1, and 2 (double events) must

be used. We did not subtracted the XIS background, because it is again less than 0.01 % of the

signal events.

An example of the light curve segment is shown in figure 5.12 (a). There, the events with 7.8

msec time resolution were binned into 0.1 sec bins, because this yields 30–50 counts per bin, and the
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Figure 5.12: (a) A small portion (3 sec) of a 0.5–10 keV light curve of Cyg X-1 taken with XIS0

operated in the P-sum mode in Observation 5. The time-bin size is 0.1 second. (b) The XIS0 Shot

profile created from all the light curve which include panel (c).
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Figure 5.13: The statistics of the 7524 shots in total. The ∆T distribution and the peak-countrate

distributions are shown in right and left, respectively. The green line indicates the average for each

histogram.
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associated Poisson fluctuation (∼ 15% at 1 σ) is still sufficiently smaller than the intrinsic variation.

Even in this short (3 sec) segment of light curve, we can see more than 20 spike-like features, which

indicate intensity changes by a factor of ∼ 2. Employing f = 1.0 and T = 1.5 sec, which is based on

the same reason as for g = 1, we actually applied the procedure of equation (5.8) to the entire P-sum

light curve binned at 0.1 second. Out of the XIS0 exposure of 33.9 ks, we have identified 7524 shots

in total; one shot every ∼ 4.5 sec.

Figure 5.13 shows the distribution of ∆T and the count rate of the peak for the 7524 shots. Due

to the constraint of ∆T > 1.0T , the histogram of ∆T starts from 1.5 sec. The average peak count

rate is 383 counts s−1 as shown in figure 5.13 by a dotted green line. The shot peak heights then

show a grossly exponential distribution, in agreement with the previous reports (Focke et al 2005).

These properties, in comparison with the previous works, confirm that the shot analysis with the

P-sum data is feasible.

Figure 5.12 (b) shows the shot profile obtained by stacking the 7524 shots. As Negoro et al.

(1995) found, we can see two exponential slopes in the shot profile; one with a shorter decay time

constant, ∼ 0.1 sec, while the other with 1–2 sec. Detailed analysis of the shot profile was done using

Ginga (Negoro et al. 1994) and RXTE (Focke et al 2005), with a result that the shape of the shot

is sensitive to the employed parameters and algorithm. Thus, we do not investigate the shot shape

any further.

5.3.2 Shot profiles of the HXD

Our main aim is to identify individual shots using the XIS0 data which have high statistics, and

stack the HXD data according to that information, to study how the hard X-ray spectrum evolves

through the shot. We have hence accumulated the PIN and GSO events and their NXB events

in Observation 5, according to the shot peak time determined in in §5.1.3 by the P-sum data for

XIS0. After subtracting the NXB events from the data and correcting them for dead time, we have

successfully obtained the shot profiles from the HXD data, as presented in figure 5.14 (a). To study

the energy dependence of the shots, we have utilized four energy bands: 10–20 keV and 20–60 keV

from PIN, and 50–100 keV and 100–200 keV from GSO. Thus, the shots have been successfully

constructed in all these anergy ranges, and the derived profiles are all very similar in shape to the

one created from the XIS0 P-sum data themselves shown in figure 5.12 (b). When looking at the

narrow core around the peak, we notice subtle energy dependency in the shot profiles.

To examine the suggested differences among these energy-sorted shot profiles in a model-independent
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Figure 5.14: Shot profiles of the HXD from Observation 5, stacked referring to th XIS0 light curve.

(a) The background-subtracted and deadtime-corrected shot profiles in 10–20 keV, 20–60 keV, 50–

100 keV, and 100–200 keV are shown in cyan, blue, green, and red, respectively. The former two

are created from PIN, and the latter from GSO. (b) The same figure as (a), but renormalized to the

individual averages defined over -4 to -2 and 2 to 4 sec.



CHAPTER 5. WIDE-BAND SPECTRAL ANALYSIS 110

manner, we have normalized these shot profiles to be 1.0 outside the peak; the reference value was

obtained as an average over -4 to -2 sec and 2 to 4 sec. The normalized shot profiles are shown

in figure 5.14 (b). This procedure enables us to approximately remove energy-dependent detector

sensitivity, and to describe the shots as relative intensity variations in each energy band. As the

energy becomes higher, the peak values thus gradually decreases from ∼ 1.7 in 10–20 keV to ∼ 1.5

in 100-200 keV. This is not due to incorrect background subtraction (which would affect the relative

shot amplitude), as the systematic uncertainty in the NXB subtraction is at most ∼ 3 % of the signal

intensity even in the 100-200 keV band. The effect is not due to decreasing sensitivity of the HXD

towards higher energies, either, since we are referring to relative changes.

To more directly visualize the differences among the profiles, we divided the normalized shot

profiles in the higher 3 bands to that in the 10–20 keV as a reference. and show the derived ratios

in figure 5.15. This process thus reveals a surprising shot feature: as long as the rising phase

is concerned, the shot amplitude in fact diminishes toward higher energies, but such an energy

dependence disappears in the falling phase. In other words, the hardness ratios (relative to 10–

20 keV) gradually decrease towards the shot peak, but suddenly return to their average values

immediately after (within 0.1 sec) the peak.

This feature reconfirms the previous finding by Negoro et al. (1995) using Ginge up to ∼ 60

keV (§2.2.4), and extends it to considerably higher energies where we can securely constrain the

Comptonization parameters, including the electron temperature in particular. This effect is also

considered to correspond to so-called “hard-lag”, which was studied so far by many authors utilizing

power/cross spectra and auto/cross correlation (Miyamoto 1998, 1992, Nowak et al. 1999).

5.3.3 Quantification of shot-phase-resolved spectra of the HXD

As we have obtained a hint of a sharp spectral change across the peak, we accumulated the HXD

spectra separately at different shot phases. The NXB events were accumulated in the same ways

and subtracted. Figure 5.16 shows three examples of the derived shot-phase-resolved HXD spectra,

corresponding to before, right on, and after the peak. Again, to grasp their characteristics in a

model-independent way, we superposed the time-averaged spectrum, and show the ratio of the shot

spectra to it. The time-averaged spectrum is the same as used in §5.1.4. The spectrum at the shot

peak clearly shows a lower cutoff energy than the averaged one, as evidenced by clear turnover of the

ratio above ∼ 100 keV. The spectrum before the peaks appears slightly softer, while that after the

peaks is almost the same as the time-averaged one. These properties reconfirm the inferences from
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Figure 5.15: The same figure as figure 5.15 (b), but normalized to the 10–20 keV profile therein.

figure 5.15.

To quantify this sort of spectrum evolution through the shot phase, we have fitted 13 shot-phase-

resolved HXD spectra with a typical model of Comptonization, compps, the same as used in Torii et

al (2011) and in §5.1.4. Since our usage of the normalization of compps is slight different from that

of Torii et al. (2011), we re-fitted the time-averaged spectrum and show the best-fit values in the

last row in table 5.4. As the shot-phase-resolved spectra does not have sufficient photon statistics,

we fixed the reflection fraction Ω at the value of 0.235, obtained from the time-averaged spectrum.

This assumes that the reflection follows the primary continuum within 0.1 s. The fits to all the

spectra have been successful, and gave the the best-fit parameters as summarized in table 5.4. When

considering the systematic error of the NXB in the GSO spectra, the resultant values does not change

by ∼ 1 %. Again, taking the three representative spectra as before, we show the fit results in figure

5.17, together with the best-fit models and ratios to them.

Finally, we plot in figure 5.18 the derived parameters as listed in table 5.4. As the count rate

increases on a sub second time scale, the electron temperature and the y parameter decrease, while

the optical depth and the inner radius increase. The values obtained from the time-averaed spectrum

are shown in dotted and dashed lines in figure 5.18. Since our composite shot profile comprises a

large number of relatively small individual shots with rather short durations, the average count rate
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Figure 5.16: The background-subtracted νFν spectra of the HXD, accumulated over different shot

phases (black). The time-averaged spectrum is given in red. Panel (a), (b), and (c) show the spectra

integrated from -0.25 to -0.5 sec before the peak, from -0.5 to 0.5 around the peak, and from 0.5 to

0.25 after the peak, respectively. Lower panels show the ratios to the time-averaged spectrum.
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Table 5.4: The Model-fitting results of the 12–300 keV HXD spectra resolved into 13 shot phases.

Phase (sec) Te (keV) τ y Rin
a (km) Ω Red. χ(d.o.f)

-3.05±1 89.6+16.3
−11.4 1.51+0.23

−0.24 1.061+0.015
−0.017 68.6+3.5

−2.9 0.235(fix) 0.92(83)

-1.6±0.45 86.5+8.7
−6.9 1.54+0.14

−0.15 1.044+0.010
−0.010 71.5+2.2

−2.0 0.235(fix) 1.18(83)

-0.95±0.2 81.7+8.4
−6.6 1.62+0.15

−0.16 1.036+0.010
−0.010 72.3+2.4

−2.1 0.235(fix) 1.12(83)

-0.6±0.15 76.4+7.7
−6.2 1.72+0.16

−0.16 1.030+0.010
−0.010 72.9+2.4

−2.1 0.235(fix) 1.10(83)

-0.35±0.1 75.2+8.8
−7.0 1.73+0.18

−0.19 1.021+0.011
−0.012 75.2+2.9

−2.5 0.235(fix) 1.20(83)

-0.15±0.1 80.7+9.2
−7.2 1.60+0.16

−0.17 1.013+0.011
−0.011 82.2+3.0

−2.6 0.235(fix) 1.04(83)

0±0.05 65.2+7.1
−5.6 2.01+0.19

−0.20 1.024+0.012
−0.012 82.6+3.2

−2.8 0.235(fix) 0.98(83)

0.15±0.1 87.1+10.9
−8.6 1.53+0.17

−0.18 1.044+0.011
−0.012 79.5+3.0

−2.6 0.235(fix) 1.09(83)

0.35±0.1 84.9+13.2
−9.5 1.55+0.21

−0.22 1.033+0.016
−0.018 76.1+3.9

−3.2 0.235(fix) 1.15(83)

0.6±0.15 88.6+11.3
−8.6 1.49+0.17

−0.18 1.032+0.013
−0.014 75.5+3.0

−2.6 0.235(fix) 1.18(83)

0.95±0.2 82.4+8.4
−6.8 1.63+0.15

−0.16 1.052+0.010
−0.010 71.4+2.3

−2.0 0.235(fix) 1.26(83)

1.6±0.45 88.0+8.9
−7.4 1.53+0.14

−0.15 1.051+0.010
−0.010 71.6+2.2

−2.0 0.235(fix) 1.22(83)

3.05±1 87.0+16.0
−11.1 1.55+0.23

−0.25 1.053+0.016
−0.017 68.7+3.7

−3.0 0.235(fix) 1.19(83)

Average 82.9+3.9
−3.5 1.60+0.08

−0.07 1.004+0.004
−0.005 78.9±1.0 0.235+0.021

−0.020 1.18(129)

a Assuming the distance D = 2.5 kpc, and the inclination i = 45◦.

Tin is fixed at 0.2 keV. The assuming geometry is fixed as a hemisphere.
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corresponds to a timing of ∼ 1 sec from the peak in figure 5.15, and figure 5.16; the off-shot time

regions (before -1 sec and after +1 sec) sample those time period when the instantaneous count rate

is less than the mean. This is the reason why the average Rin is higher than that measured in the

off-shot intervals. For reference, the high and low phases of the intensity-sorted spectroscopy (§5.2)

approximately sample -1 sec to +1 sec time region and the remaining other regions of the shot profile,

respectively.

In these fits using the HXD data alone, Rin is determined not by the information of the directly

visible disk emission identified in §5.2, but simply by the required flux of seed photons (with Tin

fixed at 0.2 keV). Therefore, the evolution of Rin is almost equivalent to that of the hard X-ray

count rate. The gradual decreases in the y-parameter in the rising phase can explain the slight slope

softening seen in figure 5.16 (left). The decrease in the electron temperature around the peak clearly

manifest itself in the lowered high-energy cutoff in figure 5.16(middle). In a word, we can consistently

understand the spectral changes across the shot in terms of the hardness ratio evolution (figure 5.15),

the spectral ratios (figure 5.16), and changes in the Compton parameters (figure 5.18)
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Figure 5.18: Evolution of the Compton parameters, determined via model fitting to the 12–300 keV

HXD spectra accumulated in 13 shot phases. From top to bottom, the electron temperature, the

optical depth, the compton y parameter, and the inner radius of the disk are shown. The 90% range

specified by the time-averaged spectrum is superposed by dotted and dashed lines.



Chapter 6

DISCUSSION

Through intensive analysis of the Suzaku data taken on 25 occasions, we investigated X-ray spectral

and timing properties of Cyg X-1, over an unprecedented wide energy band of ∼ 0.5 to ∼ 300 keV.

Since the source was in the Low/Hard state throughout, our point of discussion is focused on the

nature of this state, which is long known but still rather poorly understood.

6.1 Summary of Results

6.1.1 Spectral States

In section 5.1, we successfully obtained 0.5–300 keV spectra from all the 25 Suzaku observations of

Cyg X-1. These spectra, to the first approximation, agree well with typical spectra in the Low/Hard

state observed previously from this and other black-hole binaries, but are much superior in both the

wide spectral coverage and the energy resolution.

To characterize intensity changes among the sample, we plot in figure 6.1 relation between the

soft X-ray flux (table 4.1) and the hard X-ray flux (table 5.1). The sample-averaged 0.5–300 keV flux

is ∼ 4 × 10−8 erg s−1 cm−2, which gives a luminosity in the same band of 3 × 1037 erg s−1 assuming

an isotropic emission and D = 2.5 kpc. Assuming further M = 10M⊙, this corresponds to 2.3% of

LEdd (§2.1.4). The soft X-ray flux varied by a factor of ∼ 3, while the hard X-ray flux by a factor

of ∼ 2, in positive correlation. Thus, the 0.5–300 keV luminosity covered by our sample ranges from

several percent of Ledd up to ∼ 0.1 Ledd, which is consistent with typical values observed from black

hole binaries in the Low/Hard state in general (§2.2.2). The positive correlation between the soft

and hard fluxes means that the overall source behavior, to a first approximation, is controlled by a

single parameter; i.e., the mass accretion rate.

116



CHAPTER 6. DISCUSSION 117

Figure 6.1: The relation between the 0.5–10 keV and 10–200 keV fluxes of Cyg X-1, recorded in the

present observations. The former is not corrected for the photoelectric absorption.

6.1.2 Mid-term spectral analysis: ∆T & 1 sec

Through the “intensity-sorted spectroscopy” in 5.2, we have obtained the following observational

results:

• As shown in figure 5.8, 15 out of 25 spectra showed the decreases of the variability below <

2keV.

• Spectra in E > 2 keV becomes softer as the flux gets higher as shown in figure 5.9.

• Assuming that the spectra are decomposed into constant and variable components, the spectra

shape of the constant component can be regarded as a part of a disk, as presented in figure

5.11.

• Fe-K related features do not significantly change.

6.1.3 Long-term spectral analysis: ∆T & days

As shown in from figure 5.1 to figure 5.4, the wide-band spectra and their ratio to that in the reference

observation have revealed significant spectral features. Here we briefly summarize them:
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• Spectra becomes softer as the flux gets higher as shown in figure 5.3.

• The observed spectral ratio to the references shows the prominent softening up to ∼ 10 keV

by a factor of ∼ 5.

• Fe-K related features are always seen, but do not significantly change.

6.1.4 Short-term spectral analysis: ∆T & 0.1 sec

Utilizing the shot analysis with the P-sum data of XIS in §5.3, we have succeeded in quantifying

spectral changes on a time scale shorter than 1 sec. The obtained results are as follows:

• The shots taken in four bands of 10–200 keV are almost symmetric in shape, and changes

sharply on a time scale of ∼ 1 sec.

• A shot in 100–200 keV is found to be delayed to the others when rising, while falling together

with the others as shown in figure 5.15.

• As shown in figure 5.18, when the flux increases, fitting the HXD spectra of each phases of

the shots, with Te and y, decrease, while τ increases before the peak, then they return to the

average values.

6.1.5 Preconditions for discussion

As shown in §4.1.2, the wide-band spectra of Cyg X-1 was explained by using two types of compps

models: one is hard, and the other is soft. A geometry assumed in the compps is so-called “disk-

corona” model, where the geometrically thin and cold accretion disk provides seed photons into the

geometrically thick and hot accretion disk (or corona) located above the thin disk. Although the

geometries of the corona implemented in compps are optional among slab, cylinder, or hemisphere,

we can not distinguish these differences by fitting the observational data with compps with different

geometry options, so that we adopted to use a hemisphere as a temporal settlement. Since, in reality,

it is natural that the corona is assumed to be inhomogeneous under the interaction with a dense and

cool disk, we assume that the two types of the corona can be derived from such an inhomogeneity. For

the following arguments, we limit the meanings of the three components as employed in Makishima

et al. (2008):

directly visible disk The un-scattered emission of the disk photons, where the disk is not covered

with the corona, with energies mainly from 0.5 to ∼ 2 keV.
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soft Compton Both un-scattered and scattered emission of the disk photons, where the disk is

covered with the corona with τ ∼ 0.5 and Te ∼ 100 keV, with energies mainly from 0.5 to ∼
10 keV.

hard Compton Both un-scattered and scattered emission of the disk photons, where the disk is

covered with the corona with τ ∼ 1.5 and Te ∼ 100 keV, with energies mainly from 10 to ∼
300 keV.

Then, to interpret the observational results, we assume the following preconditions that

• the wide-band spectra in the Low/Hard state can be decomposed into three components: the

directly visible disk, the soft Compton, and the hard Compton as obtained in Makishima et

al. (2008), as long as we do not find unexplainable observational inferences with the three

components,

• the underlying physics occurring at ∼ 1 sec and . 1 sec are the same,

• the reflection from the two Compton follows the Compton emission within 0.1 sec, and

• the optical depth of the Soft Compton is relatively large, ∼ 0.5, so that the spectral slope can

be approximately parameterized by y parameter.

6.2 Soft X-ray excesses

6.2.1 Soft Compton component

As shown in figure 5.1 to figure 5.4, the wide-band spectra and their ratios to that in the reference

observation have revealed significant softening below ∼ 10 keV, which occured on a time scale of

∆t & days. Utilizing the “intensity-sorted spectroscopy” in §5.2, we also obtained spectral variability

information on a shorter time scale, ∆t = 1–2 sec. The low-to-high spectral ratios from the 25 data

sets then showed a soft spectral hump as well, which, however, was limited to energies below ∼ 2 keV

(figure 5.9). Thus, it is certain that at least two types of soft excesses exist in the Low/Hard-state

spectra: one seen in E < 10 keV, while the other in E < 2 keV.

Let us examine more quantitatively the two soft excesses. In figure 5.3, the value of the spectral

ratio at ∼ 10 keV ranges 1–2 among the 25 data sets, and that at 1–2 keV ranges ∼ 5–10; this means

that the intensity at the latter energies change by a factor of more than ∼ 2, in agreement with

figure 6.1. In contrast, in figure 5.9 which represents variations on ∆t =1–2 sec, the ratio at 2 keV is
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Figure 6.2: The relation between the 0.5–10 keV flux and (a) the disk temperature, (b) the inner

disk radius, and (c) the disk luminosity. The result of Makishima et al. (2008) for Observation 1 is

shown by a black diamond.
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∼ 0.6–0.7, and that at 0.5–1 keV is ∼ 0.7–0.9, showing a typical change by a factor of less than ∼ 2.

Therefore, the former soft excess seen in E < 10 keV changes more significantly than the latter seen

in E < 2 keV. Thus, the two soft excess phenomena are different not only in their highest energies

but also in their variation amplitudes.

Further considering that the two phenomena manifested themselves on very different time scales,

it is natural to presume that they arise from two different spectral components. Thus, we can

conclude that there really exists a soft component extending up to E < 10 keV, which is neither as

soft as a cool disk, nor as hard as a typical Comptonization with a photon index of ∼ 1.5 and a cutoff

at ∼ 100 keV. We can most naturally regard it as the soft Compotonization employed in Makishima

et al. (2008). The present result is expected to significantly reinforce the reality of this component,

because our argument is quite model independent, and is hence more robust than that of Makishima

et al. (2008) which is based on a model fit.

6.2.2 Directly visible disk

Now that we have confirmed in §6.2.1 the presence of the soft Compton component, next issue is

the nature of the other soft excess component revealed therein. As already explained in §5.3, this

component is naturally identified with a directly visible disk emission. To reinforce this identification,

6.3 reproduces the long-term spectral ratio of Observation 14 (to Obsdervation 3) as taken from figure

5.3, and the high-to-low ratio at ∆t = 1.0 of the same observation as taken from figure 5.9, but the

latter inverted with respect to the vertical direction and included with the HXD spectra obtained

from the same way shown in §5.2. Now, both these plots represent brighter-to-fainter ratio. Over

the ∼ 2 to ∼ 10 keV range, the two ratios behave in a similar way, indicating that the soft Compton

component is varying on both these time scales (& days and 1-2 sec), both involving spectral softening

as the source gets brighter. However, at the softest spectral end below ∼ 2 keV, the two ratios behave

in drastically different manner; the ratio (variation) reaches an order of magnitude on the longer time

scale, while it is almost 1.0 (no variation) on the shorter time scale. This gives a very strong evidence

that the softer excess component does not vary on the 1–2 sec time scale, even though it does vary on

the longer time scale. This agrees with a theoretical expectation in §2.3.3 that the disk parameters

would vary on > 1 ksec.

Before conducting the above confirming discussion, we had already regarded in §5.2.3 the soft

excess in figure 5.9 as a disk emission, and had performed quantitative analysis to derive the values

of the inner radius rin, the disk temperature Tin, and its luminosity Ldisk as listed in table 5.3. To
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Figure 6.3: (top) The same Observation 14 data as figure 5.3. (bottom) The same one as figure 5.9,

also taken from Observation 14, except being inverted in the vertical direction and being included

with the HXD spectra.
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reexamine these results, we plot Tin, rin, and Ldisk as a function of the 0.5–10 keV flux in figure 6.2,

where the disk parameters from Makishima et al. (2008) are also shown. Two outliers, Observations

2 and 24, are omitted, since they are subject to a large systematic errors due to weakness of their

soft excess in figure 5.9, and may be ignored. On the three plots in figure 6.2, the disk parameters,

derived in §5.2.3 utilizing the fast (∼ 1sec) variability, generally agree well with those of the persistent

disk component determined by Makishima et al. (2008) through the model fitting to a time-averaged

spectrum from Observation 1.

The values of rin are physically reasonable, ranging from ∼ 10 rg to ∼ 100 rg, and are larger at

least than the last stable orbit of an non-spining black hole, 6 rg. The values of Tin range over ∼
0.1–0.2 keV, which are also consistent with a typical value observed from Cyg X-1; ∼ 0.2 keV in the

Low/Hard state (Makishima et al. 2008), and ∼ 0.4 keV in the High/Soft state (Dotani et al. 1997).

To further confirm that a stable component exists below ∼ 1 keV on subsecond time scale, we

studied the shot profiles in lower energies, which were not reported in §5.3. We used the P-sum data

in Observation 25, when the soft excess was stronger than in the other three P-sum data taken in

Observations 5, 19, and 24. The XIS3 data in the P-sum mode ware used both to determine the shot

peaks, and to accumulate events as a function of the shot phase. To avoid Poisson errors, we used

an image center (< 1′) to determine the shot phase, and the outer region to extract the shot profile.

Figure 6.4 shows shot profiles thus obtained in 0.5-1, 1–3, and 3–10 keV, and those normalized

to the 1–3 keV profile, and the ratio between the spectra at the peak around +/- 0.05 sec and the

spectra 1–2 sec away from the peak. As we expected, the variability in 0.5–1 keV is weaker than that

in 1–3 keV. This reinforces our conclusion that the directly visible disk really exists and its stable

on a time scale of ∆t > 1–2 sec. For reference, the (3–10)/(1–3)keV ratio already starts to show the

rise/fall asymmetry revealed in §5.3, while the (0.5–1)/(1–3) keV ratios behave in somewhat different

ways.

Considering the results on the soft Compton in §6.2.1 and the stable disk component in §6.1.2,

the continuum features of the 25 data sets are all consistently explained by the components employed

by Makishima et al. (2008): a Soft/Hard Comptonization, and a directly visible disk.

6.2.3 Covering fraction: long-term changes

To compare spectral changes revealed on the vastly different time scales, we compile in figure 6.1

relations between the 0.5–10 keV flux and the y-parameter, from spectral studies using compPS on

three different time scales; namely, the 25 time-averaged spectra in Torii et al (2010) cited in §5.1.4,
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Figure 6.4: (left-top) Shot profiles measured with XIS3 in Observation 25. Results in 0.5–1.0 keV,

1.0–3.0 keV, and 3.0–10.0 keV are shown in red, blue, and green, respectively. (left-bottom) The

ratios of 0.5–1.0 keV and 1.0–3.0 keV profiles to that in 1.0–3.0 keV. (top) The ratio of the spectrum

accumulated from -2 to -1 sec and from 1 to 2 sec, to that accumulated from -0.05 to 0.05 sec.

the pair of intensity-sorted spectra (∆t = 2 sec) of Makishima et al. (2008), and the shot-phase-

resolved spectra in §5.3. Those values of y are corrected for systematic differences in the internal

option of compps. There values of y, mainly determined with the HXD, refers to the Hard Compton

component. We assume that y of soft Comptonization is considered to change relatively in the same

manner as that of the hard Compton on a time scale of < 1 sec, because there seems no broken feature

over 2–300 keV in figure 6.3; while ,on a longer time scale, y of soft Comptonization can changes

differently, since there is a broken feature around ∼ 10 keV in figure 6.3. Figure 6.1 clearly shows

that the y parameter decrease as the flux increases, on all the time scales studied here. Generally,

the decrease of y means a weakening of Comptonization by definition (§2.2.1). However, the flux

increase is regarded as an increase in the Comptonization photon flux, because a sum of the soft

and hard Comptonization dominate the source signals. Then, how can we reconcile the weakening

Comptonizaion with the flux increase?

The radiative cooling rate of coronal electrons by the inverse Compton process is described as

Q−
rad =

(
4kBTe

mec2

)
τuc = yuc, (6.1)

where u is the radiation energy density of seed photons, and the optical depth is expressed as

τ = Σκes, where κes = σT

mp
= 0.40 cm2 g−1 is the Thomson opacity.
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5

1

Figure 6.5: Relations between the 0.5–10 keV flux and the y parameter, taken from time averaged

spectra (black, Torii et al. 2011; §5.1.4), the intensity-sorted spectra (green, Makishima et al. 2008),

and shot-phase-resolved spectra in the rising and falling phases (red and cyan, respectively, §5.3.3).
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Assuming in the present case that the seed photons are provided by the disk, the value of u

must increase when the source brightens, so as to make the Compton flux higher by overcoming the

associated decreasing in y. In other words, flux increases on the long time scale are considered to

arise via an increase in the seed photon input to the corona.

The value of u, in turn, should be given as

u ∝ fLdisk ∝ fr2
inT

4
in, (6.2)

where f is a fraction of disk photons that enter the corona; hereafter, we simply call it “covering

fraction” of the disk by the corona. Therefore, the seed photon flux u must be increasing when the

object gets brighter. Then, which of f and Ldisk is changing on long time scale?

As shown in figure 6.2, the values of Ldisk remains rather constant. However, these values refer

to the directly visible disk luminosity, to be expressed as (1 − f)Ldisk, rather than the total disk

luminosity Ldisk. To increase fLdisk to make the Compton flux higher, while keeping (1 − f)Ldisk

constant as shown in figure 6.2, both f and Ldisk should be increasing. For reference, the values of

Tin increase as the 0.5–10 keV flux increases (figure 6.2 top). This is reasonable from the theoretical

point of view, because the increase of Tin must be caused by either an increase of mass accretion rate

or an decrease of the inner radius, or both. In fact, rin is suggested to decrease (figure 6.2 middle)

as the flux gets higher,

From the above considerations, we understand the long-term increase in Ṁ induces following

changes of the system. (1) rin gradually decreases, possibly due to higher cooing rate. (2) Ldisk ∝
Ṁ/rin increases, both due to the increase in Ṁ and the associated decrease in rin. (3) Because

Ldisk ∝ r2
inT

4
in gets higher and rin reduces, Tin should go up. (4) In parallel to these changes in the

disk properties themselves, the covering fraction f becomes larger.

6.2.4 Covering fraction: changes on ∼ 1 sec time scales

As we have found above, the long-term X-ray intensity increase of Cyg X-1 within the Low/Hard

state involves an increase in both f and Ldisk. Does the scenario hold also for the short-term (∼ 1

sec) variations? In figure 5.9, the spectral slope at E > 2 keV all implies that y decreases as the

flux gets higher, in a qualitatively similar way as the long-term behavior. In the particular case

of Observation 1, this was also confirmed by Makishima et al. (2008) as reproduced in figure 6.5:

y = 1.12+0.03
−0.09 in the high phase, while 1.17+0.11

−0.03 in the low phase. Then, employing the same argument

as presented in the previous subsection, we can conclude that the violent and rapid intensity changes

are also caused by changes in f , or in Ldisk, or both.
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Even though the story up to this point is the same as the long-term case, one major difference

arises here. As argued so far in §6.2.2, the disk has emerged as a component that is not varying on

the ∼ 1 sec time scales; neither rin nor Tin is considered to change. Also from a theoretical point

of view (§2.4.3), the disk parameters are expected to change on ∼ (r/H)2 times longer time scales

than the corona changes, or 104−6 times longer supposing H/r ∼ 0.01–0.001. Therefore, our logical

consequence is that the rapid intensity changes of the Compton continua is carried solely by those

in f , with the disk parameters kept unchanged. For reference, the relatively featureless high-to-low

phase ratios in energies above ∼ 2 keV (figure 4.4c; figure 5.9) means that f can be considered to be

common to the two Compton continua.

The short-term variation in f is thought to amount to at least 30–40%, as judging from the low-

to-high ratio of ∼ 0.6 at ∼ 3 keV (figure 5.9). These variations in f would also produce significant

effects at ∼ 1 keV, becauase the soft Compton continuum is considered to contribute significantly

to the count rate at ∼ 1 keV (figure 4.4c). If, e.g., the soft Compton contribution is ∼ 50% therein,

we expect the signal at 1 keV to vary by 15-20%. However, closely looking at figure 5.9, the low-to-

high ratios at ∼ 1 keV are found to be ∼ 0.9 or higher in Observations 14, 15, and 16. Therefore,

the intensity variation at 1 keV is estimated to be ∼ 10% or less. This apparent contradiction

can be taken as evidence that the directly visible fraction of the disk in fact decreases when the

source become brighter. Logically this is not surprising, because this fraction is actually 1− f . This

possibility was first pointed out by Makishima et al. (2008), but remained rather inconclusive until

the 25 data sets have been systematic analyzed in the present work.

To summarize, the fast (∼ 1 sec) X-ray flickering of Cyg X-1 is described as an increase in f ,

an associated decrease in the visible fraction of the disk, and the disk parameters which are not

changing.

6.3 Origin of the Shots

6.3.1 Observational properties of the shots

First of all, we briefly summarize the properties of the shots, which were reported by Negoro (1997),

Feng et al. (1999), and Focke et al. (2005).

• The intensity at the shot peak reaches ∼ twice the averaged value.

• The rising and decaying profiles are rather symmetric, both approximated by two exponentials

with t . 0.1 sec and t ∼ 1 sec.
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• The peak is very sharp, without any plateau longer than ∼ ms.

• The spectrum becomes gradually softer towards the peak in ∼ 1 sec, but suddenly hardens at

the peak within ∼ 0.1 sec.

• The distribution of time intervals between shots is consistent with that of a purely random

process.

As shown in §5.3, we have successfully extended the higher energy limit of the shot analysis up

to ∼ 200 keV, by utilizing GSO as well as the P-sum mode of the XIS. In particular, we quantified

shot-phase-resolved spectra with a single Comptonization. What we found are as follows.

• The shots were detected up to ∼ 200 keV, with high statistical significance (figure 5.14).

• The shot profiles, though approximately symmetric, becomes progressively more asymmetric

toward higher energies (figure 5.15). The effect is most outstanding in the 100–200 keV range.

• The 10–200 keV spectra at the peak shows a softer slope and lower energy cutoff (figure 5.16).

• As a shot develops toward the peak, y and Te decrease, while τ and the seed photon flux

increases (figure 5.15).

• Immediately past the shot peak, both Te and τ (and hence y) suddenly return to their time-

averaged values. However, the seed photon flux decays rather gradually. and these parameters

change as asymmetrically as the hardness ratios (figure 5.15).

6.3.2 Physical requirements of the shots

When trying to interpret the shot phenomena, we may start with listing their curious properties.

Any successful model of this intriguing phenomenon must meet the following 6 physical requirements,

demanded by the present results summarized in §6.3.1.

1. The luminosity must reach a factor of ∼ 2.

2. Most of the luminosity must be released almost time-symetrically within ∼ 1 sec or much

shorter. More specifically, the seed photon flux must evolve rather symmetrically.

3. The peak must be very sharp (. ms), and must correspond to some well defined physical

“instant” or to a discrete phenomenon, which can instantly change properties of the corona.
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4. Signals in higher energies must be released somewhat more slowly than in lower energies, and

this must be more prominent in energies of & 100 keV. This is required to explain the gradual

spectral softening in the rising phase, and the gradual decrease in the electron temperature.

5. Periodic or harmonic phenomena are not allowed, while stochastic or chaotic phenomena are

allowed.

Generally there are two theoretical approaches to these phenomena: release of magnetic energies

(Poutanen & Fabian 1999, Życki 2002) and propagation of mass accretion (Miyamoto et al. 1992,

Manmoto et al. 1996, and Negoro 1997).

6.3.3 Magnetic flare model

Magnetic flares have been considered as the source of the rapid intensity change of Cyg X-1 (Galeev

et al. 1979), in an analogy to the solar corona. The basic idea is that the magnetic fields are amplified

by the differential rotation of the disk, and rise up into the corona where they reconnect and finally

liberate their energy in flare, making electrons accelerate. If the energy dissipation occurs within

r . 50Rg, then these time scale becomes ∼ 1 ms to ∼ sec, which thus can explain rapid changes.

The typical magnetic flare model is called “avalanche magnetic flare model”, in which each flare

has a certain probability of triggering a neighboring flare, producing long avalanches. However, it is

still unknown how much the magnetic power is stored in the corona, which raises a question on Point

1. Even if the magnetic power is sufficient for some reason, it is further unclear how there irreversible

processes, usually expressed with an exponential decay, can create the symmetric profile in Point

2. Furthermore, the election temperature should be increased if magnetic reconnection accelerate

electrons or protons, which contradicts with our results on decrease of the electron temperature in

Point 4. Thus, currently it is difficult to explain the shot only with magnetic energy.

6.3.4 Mass propagating model

The mass propagating model (Manmoto et al. 1996) can naturally explain Point 1 and 2, because

the viscous time scale is ∼ 1 sec (§2.4.3), and the only ∼ 20 % initial perturbation of mass accretion

rate at ∼ 100Rg can change the luminosity by at least ∼ 60 %. In addition, the mass accretion

reflected at the sonic radius can create the latter half of the shot profile, which is explained by the

theory that the flow passing a Bondi-type (not a disk-type) critical point does not always fall to

the black hole due to the strong outward centrifugal force unless angular momentum is very small
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(Kato, Fukue, and Mineshige 2007). The staring point of the perturbation can be regarded as the

overlapping region between the disk and corona, where we could expect intense turbulence due to a

large gap of the pressures and temperatures, which is consistent with Point 5. The remaining to be

solved is Point 3 and 4, but this is beyond previous analytical studies and one-zone approximation.

Therefore, we try to understand the shot in terms of the mass propagation, and include the magnetic

power if necessary.

6.3.5 Interpretation of the shot

Based on equation (6.1), the increase of the luminosity must be caused by y or u. When it becomes

brighter, the value of y decreases by ∼ 0.05 from ∼ 1.2 in figure 6.5, which shows a close value to y

taken from Makishima et al. 2008 in figure 6.5. Thus, it is reasonable to start with interpreting the

rising phase in an analogy to §6.1.4, i.e., increase of f . When a initial perturbation of mass accretion

rate at ∼ 100Rg, is created, it is expected to be kept the same shape as the initial one since it flows

inward at the free-fall velocity, with the same velocity as the accreting matter. If the area of the

blob S(r) is kept constant when falling, the value of f should be increased by S/2πr. In addition,

the disk luminosity injected into the propagating mass should also increase by r−3/4, which make the

luminosity increase more sharper. There are at least three possibilities to interpret the slight increase

of Te as shown in figure 5.18. One is that the electron cooled by the increase of the seed photons

is kept cooled, because the accreting matter does not reach the thermal equilibrium within ∼ 0.1

sec. This may be possible, because a thermal time scale becomes comparable to the viscous time

scale when (r/H) becomes ∼ 1. Another is that when Q−
rad increases, the accretion matter reaches

another thermal equilibrium state, in which Te is slightly lower than the one before passing it. The

third is that the magnetic reconnection in a plunge region may be likely, proposed by Machida &

Matsumoto (2003) based on global three-dimensional MHD simulation, though it is still unknown

whether a sufficient magnetic power in plunge region to heat electrons can be created or not.

When it becomes dimmer, the value of y are kept unchanged ∼ 1.17 in figure 6.5. It appears

strange because changes in u can possibly causes some changes in y. One possibility is that the

scale hight of the corona H slightly shrinks after the peak, then the thermal time scale becomes

faster by a factor of (H/r)2 than the viscous time scale, which makes the accretion matter reach a

thermal equilibrium in a shorter time. Then, the decrease in Te before the peak are increased by

the neighboring hot electrons. Since τ is proportional to ρH, the instant decrease of H at the peak

makes τ lower unless ρ does not change very much. Both the increase Te and the decrease of τ results
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in very slight changes in y. If the total mass in the propagating matter is conserved, the decrease of

H means the increase of S(r), which increases the seed photons and can possibly make more brighter

than in the rising phase. This might be explained by the idea that the some fractions of the blob are

swallowed into the black hole, which can suppress the increase in S(r).

If the value of H decreases at the peak, then the remaining is what causes the decrease. We can

raise two possibilities. One is a shock, because a transition between the two sonic points (a Bondi-

type to a disk-type) through shock may be a possible (Nagakura & Yamada 2009). These shocks

may stretch the accreting matter in the radial direction, resulting in the decrease in H. The other is

a release of the magnetic energy at the plunge region as presented by (Machida & Matsumoto 2003).

Thus, although it is not conclusive, one possible scenario is that the accretion matter in the

corona is created at ∼ 100 Rg in turbulence in the overlapping region, and the scale hight of the

corona (H/r) are relatively large while it is falling to a black hole, where the viscous and thermal

time scale are comparable and it does not perfectly reach the thermal equilibrium, resulting in the

decrease in Te and the increase in τ . Assuming that the gas entropy S ∝ ln(T/ρ) ∼ Te/τ , the S of

the falling gas should be instantly raised at the peak. Thus, at the peak, some instant mechanism,

shocks or magnetic reconnection, might make Te higher, while the optical depth lower.

6.4 Comprehensive interpretation of the Low/Hard state

6.4.1 Disk-corona configuration

By utilizing “intensity-sorted spectroscopy” (§5.2), we have obtained the soft hump in E < 2 keV

in figure 5.9, which cannot be explained by the soft Comptonization, since the soft Comptonization

must continue up to ∼ 10 keV. Following with equation (5.7), we have successfully extracted the

spectra of the soft hump in figure 5.8. The soft-hump spectra can be well reproduced by the disk

model in figure 5.11 and table 5.3, and thus the shape of the soft hump can be regarded as the same

as that of the disk. In addition, the obtained parameters as shown in figure 6.2 are consistent with

typical values: Te ∼ 0.2 keV, and rin ∼ 10–100 Rg. Among them, the value in Observation 1 became

also consistent with that obtained by Makishima et al. (2008). Also, the ratio of the shot profile

between 0.5–1 keV and 1–3 keV in figure 6.4 also suggested that the stable component lies below

E < 1.5 keV. Thus, it is sure that there is the disk in the accretion flow in the Low/hard state.

Then, let us consider whether it is reasonable to include an overlapping region between the disk

and corona. In Makishima et al. (2008), the value of rin is ∼ 10Rg, and the covering fraction of
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the reflection is Ω/2π ∼ 0.4, which requires that the corona must cover about half of the disk. In

addition, the typical time scale of the hard X-ray variability is 0.1–1 sec in figure 5.12(b), which

means that the viscous time scale of ∼ 1 sec in §2.3.3 suggests that the outer radius of the corona is

at least ∼ 50Rg. Furthermore, as discussed in §6.2.4 and figure 5.9, we have found that the value of

the low-to-high ratio is ∼ 0.9 or higher, suggesting that anti-correlation between the disk and corona.

If there is no overlapping region, the correlation is rather difficult to understand. Also, we must add

the point that when we consider that the seed photon is provided by the disk, the existence of the

overlapping region makes the situation easier. Therefore, the existence of the overlapping region is

rather robust.

We then further consider the overlapping region in terms of the mass accretion rate of the disk

and corona. The mass accretion rate is,

Ṁ = 2πrvrΣ, (6.3)

where vr is the radial velocity, and Σ is the surface density. From the theoretical calculation, in the

case of the disk, assuming Σ ∼ 103 [g cm−2] and vr ∼ 3 × 105 [cm s−1] at r = 100Rg (Kato, Fukue,

and Mineshige 2007), Ṁ becomes ∼ 5 × 1016 [g s−1]. On the other hand, in the case of the corona,

assuming Σ ∼ 0.1 [g cm−2] and vr ∼ 3 × 108 [cm s−1] at r = 100Rg, Ṁ becomes ∼ 5 × 1015 [g

s−1]. Here, we assume that M = M⊙ and L = 3% Ledd. The difference by the fourth order of the

magnitude in Σ is roughly consistent with the thermal equilibrium curve in figure 2.12. Thus, the

mass flow between the disk and corona becomes approximately comparable from a theoretical point.

As shown in Makishima et al. (2008), the directly visible disk emission is 19+24
−6 % of the 0.7–300

keV luminosity, and the total disk luminosity is about half of the total emission, which means the

disk luminosity is comparable to the corona one. Although the disk contribution might be rather

small in the νFν from as shown in figure 5.8, this apparent decrease is caused by the inter-stellar

absorption, as exemplified in figure 4.3. Therefore, the theoretical calculation on the comparable

Ṁ for the disk and corona are found to be consistent with the observed disk/corona luminosities.

Considering these, we can conclude that the overlapping region exists and there mass accretion rate

is roughly comparable.

When the mass accretion rate is different on a long time scale, what changes are expected? Taking

into account the slight increase on Tin in §6.2.3 and figure 6.2, we can expect either the increase of

the mass accretion rate or the decrease of rin. Considering the constancy of (1−f)Ldisk while keeping

fLdisk higher, we have concluded that both f and Ldisk should be increasing as the flux increases,

suggesting that the slight decrease on rin in figure 6.2. Under the situation on increase of f , the outer
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radius of the corona cannot be too small as the flux increases, because the extreme shrinking of the

corona can cause the decrease on f . Thus, as the mass accretion rate increases on a time scale of

∼ days–months, rin becomes smaller, while the outer radius of the corona is kept rather unchanged.

The configuration on higher and lower mass accretion rates are illustrated in figure 6.6.

6.4.2 Double-Compton scenario

We have seen the prominent soft excesses in the time-averaged νFν spectra in figure 5.1, and the soft

excesses in E < 10 keV in the ratios in figure 5.3, which cannot be reproduced only by the increase

of the disk which must diminish at ∼ 1.5 keV as exemplified in 6.3. Thus, the existence of the soft

Compton in the spectra is rather convincing. Then, what is the origin of the soft Compton?

On a long time scale of ∼ days or longer, the soft Compton change by a factor of ∼ 10 in figure

5.3, while the ratio in the hard X-ray changes by less than a factor of ∼ 2 in figure 5.5(a). On a short

time scale of . 1 sec, we can not find any significant differences in intensity and timing properties, in

figure 5.14, the results of intensity-sorted spectroscopy in Makishima et al. (2008), and shot analysis

over ∼ 1.5keV to ∼60 keV with Ginga in figure 2.10. In short, the flux ratio between the soft and

high Compton can change on a long time scale, while it does not change on a shorter time scale of

. 1 sec. The latter suggests that the emission region for each is likely to be very close. Generally,

the values of f should be different between soft and hard Compton. The soft-to-hard value of f

obtained in Makishima et al. (2008) are 10 to 1, which means that the covering fraction of the soft

Compton is ten times larger than that of the hard Compton. In other words, the disk can see more

soft Compton clouds than the hard ones.

One possibility is that there are dense (τ ∼ 1.5) and sparse (τ ∼ 0.4) regions in the overlapping

region, and the soft Compton is created from the sparse region, while the hard Compton is created

the dense region. The sparse region is ∼ 10 time larger than the dense region. On a long time

scale, as rin increases, the soft Compton increases, while the hard one unchanged very much. If

the emission region is only overlapping region and a covering fraction does not change, then the

hard Compton must changes together with the soft Compton. Thus, we must consider either that a

covering faction changes in accord with the decrease in rin or that there is another emission region.

As shown in §6.4.1, since the surface density of the disk and the corona differs by the fourth order

of the magnitude, it is possible that at the place where the disk is truncated, the mass injection into

the corona should be highly significant. If it is true, the region of r < rin can be highly denser than

in the overlapping region, where the hard Compton can also be created.
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Figure 6.6: A possible interpretation of the accretion flow around a black hole in the Low/Hard state.

6.4.3 Short-term variability

As shown in figure 5.14(b), we confirmed that the intensity at the shot peak reaches ∼ twice the

averaged value and the rising and decaying profiles are rather symmetric. We have succeeded in

obtaining the shot profile in energies up to ∼ 200 keV as shown in §5.3, and the spectra, as the shot

approaches the peak, shows a softer slope and lower energy cutoff in a model independent matter in

figure 5.15. We have quantified the shot-phase-resolved spectra in terms of a single Comptonization,

and found that y and Te decrease, while τ and the seed photon flux increases in figure 5.16. Past

the shot peak, both Te and τ (and hence y) suddenly return to their time-averaged values, while the

seed photon flux decays rather gradually. Together with the shot analysis with Ginga in figure 2.10

and our shot analysis in 0.5–10 keV in figure 6.4, we can conclude that the shot phenomena is not

significantly different in the soft and hard Compton, which suggests that some mechanism triggers

both Compton cloud into the shots in the same manner.

As discussed in §6.3.5, we suppose that the origin of the shot can be created by local increase of

mass accretion at ∼ 100Rg in the overlapping region. As derived in §6.4.1, since the value of Σ in

the corona is 0.1 [g cm−2], only 20 % increase of the mass accretion which causes 60 % flux increase

(§6.3.5) can be supplied by less than 1% mass transfer from the disk, where Σ is ∼103 [g cm−2] in

§6.4.1. Thus, small mass transfer from the disk to the corona can create the increase of the flux at

the shot.
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Considering that soft and hard Compton changes together at the shot, they should lie almost

in the same region. Thus, it is likely that both the hard and soft Compton can be created in the

overlapping region, and possibly some fraction of the hard Compton may be created in the region

inner the disk. According to Torii et al. (2011), the hard X-ray variability becomes faster as the flux

becomes higher, which suggests that the starting point of the shot may also decrease as rin decreases.

Taking into account all, we present in figure 6.6 a possible interpretation of the Low/Hard state.



Chapter 7

CONCLUSION

We studied Suzaku spectra of Cyg X-1 acquired on 25 occasions from 2005 to 2010, and succeeded in

obtaining high-quafity 0.5–300 keV spectra in the Low/Hard state, with the 0.5–300 keV luminosity

changing from several percent to ∼ 10 % of the Eddington limit. Through the study of intensity-

correlated spectral changes on three different time scales, we obtained the following observational

results.

1. Utilizing spectral changes on a time scale of 1–2 seconds through “intensity-sorted spec-

troscopy”, we successfully revealed that the spectral ratio between high-flux and low-flux phases

significantly decreases in E < 2 keV. Spectra in E > 2 keV becomes softer as the flux gets

higher.

2. The spectral comparison among the 25 spectra averaged over individual observations shows

significant increases in E < 10 keV among the observations. Spectra in whole energy ranges

becomes softer as the flux gets higher, although only the observation 4 shows opposite behavior.

3. Shot profiles with a time resolution of 0.1 sec, were successfully obtained in several energy bands

covering 10–200 keV. The profiles, which are basically very symmetric with respect to time, in

fact involve subtle asymmetry, which becomes rather prominent above 100 keV. Specifically,

the y-parameter and the Compton electron temperature , determined with the HXD spectra,

both decrease gradually through the rising phase of the shot, but these parameters suddenly

return to their time-averaged values immediately (< 0.1 sec) past the shot peak.

With these observational results, we have constructed the following interpretations.
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1. With the results of item 1, we can interpret the decrease in intensity on a time scale of ∼ 1 sec

in E < 2 keV as the decrease of a transparent disk emission which are not at all scattered by

electron clouds.

2. With the result of item 1 and 2, the soft hump in E < 10 keV can be regarded as the existence

of a soft Compton component. These inferences supports the idea of the modeling employed

by Makishima et al. (2008): i.e., soft and hard Compton continua, and a directly visible disk.

Overall, the canonical disk-corona view has been reinforced.

3. The long-term increase in X-ray flux over 0.5–10 keV can be regarded as the increase of mass

accretion rate Ṁ , suggesting the following changes in the system: (1) The innermost disk

radius rin gradually decreases, possibly due to higher cooing rate. (2) The disk luminosity

Ldisk ∝ Ṁ/rin increases, due both to the increase in Ṁ and the associated decrease in rin. (3)

Because Ldisk ∝ r2
inT

4
in gets higher and rin reduces, the disk temperature Tin should go up. (4)

In parallel to these changes in the disk properties themselves, the covering fraction f of the disk

by the corona becomes larger. (5) The y-parameter of the hard Compton continuum gradually

decreases.

4. The peculiar properties of shots offer a challenge to theoretical works, such as a shock or

magnetic reconnection around a black hole.
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Appendix A

Calibration of HXD-GSO

We have performed re-calibration of the energy scale of the GSO scintillators which covers the harder

energy ranges of the Suzaku HXD (Yamada 2010 submitted). Through laboratory experiments using

flight-spare hardware, we found that the pedestal of HXD-AE decreased by 8 ch when the HXD is

driven by the spacecraft power supply, than the case where a more stable laboratory power supply

is used. Calculating all light outputs of secondaries from activation lines revealed that the energy

of calibrators, used to determine the in-flight gain of GSO, was previously over-estimated by several

percent. Taking both effects into account, the in-orbit data have been confirmed to be consistent

with the pre-launch calibration.

When the GSO energy scale was thus revised, the in-orbit GSO branch width became also con-

sistent with the ground one. Taking into account the energy scale thus updated, as well as the GSO

branch width, the response matrixes have been re-created. Figure A.1 shows four GSO branch widths

from the unit W00 (see caption for details). As shown in Kokubun et al. 2007, the in-orbit GSO

branch (yellow) became wider below 100 keV than those of the ground calibration (green). This

change can be explained as an effect of the artificial nonlinearity introduced previously, because the

effect of nonlinearity works differently for fast and slow shaped pulse heights (unless they happen to

have the same value). This causes a wider data distribution in a fast-slow diagram.

Then, the Crab Nebula spectra of HXD-PIN and HXD-GSO, over 12–300 keV, has been expressed

successfully by a broken powerlaw with a break energy of ∼ 110 keV and a photon index of ∼ 2.1

below this energy. As a result of these works, major issues with the in-orbit calibration of HXD-GSO

have been successfully solved.
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Figure A.1: The GSO branch width (Gaussian sigma) of W00 on the fast-slow diagram, shown as

a function of energy. The on-ground and in-orbit data are shown in green and black, respectively.

Cyan shows a result of Monte-Calro simulation, and red is in-orbit data based on our new GSO

energy scale.



Appendix B

The Pileup Estimation

When Suzaku observes a very bright point source, XISs (CCD sensors) are affected by pileup. Pileup

is an irreversible and complicate phenomenon that more than one photon accidentally falls on the

same pixel, or nearby pixels. This could affect not only the apparent response of CCD, but also

scientific results. However, there have been not enough studies on pileup effect on XIS.

XIS0 XIS1

Figure B.1: The radial profile of pileup fraction for several sources.

Thus, we have studied on pileup effects by performing systematic analyses for many bright sources,

and summarized how pileup appears in the actual observed XIS data. With this knowledge, we have

implemented the software, aepileupcheckup.py, which can automatically check whether pileup occurs

or not.

We introduce a pileup fraction, fpl, which is originally well-studied by Davis (2001) and their

reference1. The definition of fpl is the ratio of P (k >= 2, r) to P (k >= 1, r), where P (k, r) is the

1http://cxc.harvard.edu/csc/memos/files/Davis pileup.pdf
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XIS0 XIS1

Figure B.2: The hardness ratio of 7–10 keV as a function of radius, normalized at a pileup fraction

of 1 %.

Poisson distribution function, r is a average value of the count rate, and k means the photon number

falling in several pixel used as an event. Explicitly, it is expressed as

fpl(r) =
Σ∞

k=2e
−r rk

k!

Σ∞
k=1e

−r rk

k!

. (B.1)

Here we used counts/frame/pixel (cts) multiplied by 3x3 (=9) as r. The last term of 3x3 comes from

below: Pulse height data of 3x3 pixels are process as one event by the XIS onboard process in the

3x3 editing mode (Koyama et al. 2007 on the detail of the editing modes). Thus, if two photon falls

in the 3x3 pixel, the we regard the event as pileup. Although the editing mode is not always 3x3, we

used 3x3 because of a most frequently used mode.

Figure B.1 shows the pileup fraction, calculated based in the figure 3, as a function of the radius.

The problem is that where the criteria to judge the pileup are 1% or 3%, or 0.5% or else. If we could

set a certain criteria, we could judge the radius affected or free from pileup. To determine the criteria

we studied hardness ratio between 3.0–10 keV to 0.5–10 keV, and between 7.0–10.0 to 0.5–10.0 keV.

Figure B.2 shows the 7–10 keV hardness profiles, normalized to 1 at a pileup fraction of 0.1%. When

pileup fraction is over 1%, spectra start to be hardening. Thus, we decided to use a pileup fraction

of 1%, and 3%, as a criteria to judge the region free from pileup .

As a reference, the grade branching ratio is studied, which must be different from regions free

from to those affected by pileup. In figure B.3, we compared pileup fraction with the ratio of the

split events (Grade 2346) to cleaned events (Grade 02346) events. Since the grade branching ratio

has an energy dependency, the event in energies ranges above 7 keV is used for the plot. The ratio
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XIS0  ( 7-10 keV) XIS1 ( 7-10 keV)

Figure B.3: The relation between pileup fraction and the split event ratio (Grade 2346 to Grade

02346 events), taken in energies of 7–10 keV.

profiles are rising with an increase of pileup fraction above 1%, which mean that a pileup fraction of

1%, and 3%, can be a guide line of pileup in terms of the grade branching ratio.

To study uncertainty on the spectra accumulated from the pileup fraction of 1% and 3%, we have

compared the two spectra of XIS0 accumulated from them, taken in Observation 16, when pileup

effect is fairly severe. As shown in table 4.3, the radius of the pileup fraction of 3% and 1% are 46,

and 88 pixel. Figure B.4 shows the νFν spectra accumulated from the region outside pileup fraction

of 3% and 1%. The spectra outside pileup fraction of 3% are fitted with a phenomenological model of

diskbb + powerlaw + gaussian, resulting in the following parameters: Tin = 0.22, normalization

of diskbb is 4.8 ×105, Γ = 2.0, normalization of powerlaw is 3.6, the center energy of the gaussian

is 6.4, and its equivalent width is 264 eV. The ratio to the model is shown in black in bottom of

figure B.4. The same model is applied for the spectra outside pileup fraction of 1%, and the ratio

are shown in the bottom of figure B.4. These ratios clarify the differences in the two spectra. The

differences can be caused by pileup effects and uncertainties of the XRT. The spectra above ∼ 2 keV

agree with each other within ∼ 5 %, while the difference becomes larger at most by20 % around 0.7

keV as the energies becomes lower. Since the spectra in Observation 16 is one of the the brightest

observations, the systematic uncertainty, including uncertainties of pileup effect and the XRT, are

assumed to be less than ∼ 20%.

To examine pileup effect, we overlaid the spectra severely affected by pileup, accumulated from

the radius of r > 0′′, and r > 30′′, on those in figure B.4. As shown in the bottom in figure B.4,

the blue spectral ratio, which is accumulated from the radius of r > 0′′, clearly shows the effect of

pileup: the spectral hardening, and the apparent decrease of flux. Basically this trend is consistent
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Figure B.4: (top) The spectra of XIS0 taken in Observation 16, accumulated from the region outside

pileup fraction of 3% (46 pixel) and 1% (88 pixel), presented in black and red, respectively. As a

references, the spectra taken from the whole region and the outer region from a radius of r > 30′′

are also shown in blue and green. (middle) The same as top ones except for νFν spectra. (bottom)

The ratio to the model of diskbb + powerlaw + gaussian, determined with the black spectrum.
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with those of GX 339-4 (Yamada et al. 2010). At the highest end of the spectra above E ∼7 keV,

the spectral ratio becomes much steeper, which is caused by the steep decline of the response of

the XIS. Thus, both the pileup and uncertainties of the occurred in Observation 16 causes ∼ ±20%

uncertainties in the spectra.



Appendix C

Attitude Correction

The author made a tool to correct blur of the image caused by wobble of the satellite attitude. This

tool is based on aeattcor.sl (http://space.mit.edu/CXC/software/suzaku/), which already provided

by John E. Davis, M. Nowak, and others in MIT.

The figure C.1 is an example of aeattitudetunded.py applied to the Cyg X-1 data. The time

sequences of the position of Cyg X-1 on SKY X and Y (the coordinate corresponding to the position

on the celestial sphere), and those of the event number before and after correction, are plotted

in red and blue, respectively. The images before and after correction are shown in left and right,

respectively.
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Uncertainties of Responses Outside

Images
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Figure D.1: (top) The spectra of XIS0 taken in Observation 4, accumulated from the region outside

the radius r > 30′′ and r > 100′′ pixel, presented in black and red, respectively. The spectra outside

the radius r > 0′′ and r > 8′′ are shown in blue and green. (middle) The same except for the νFν

spectra. (bottom) The ratio to the model of diskbb + powerlaw + gaussian, determined with the

black spectrum.
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We have discarded the core of the image to avoid the events affected by pileup. The uncertainty

to use the annulus region is mainly due to uncertainties on the outer region of the auxiliary file of

the XRT. The specifications of the responces of the outside of the XRT are summarized §3.2.2. To

study uncertainties of the XRT on the spectra, we compared the spectra of XIS0 accumulated from

30 pixel and 100 pixel outside the image center, taken in Observation 4,

when the source is so dim that the pileup effect is expected to be ineffective, because, as shown

in table 4.3, the pileup fraction of 1 % is 35 pixel.

Figure D.1 shows the two νFν spectra. The spectra outside 30 pixel are fitted with a model of

diskbb + powerlaw + gaussian, resulting in the following parameters: Tin = 0.15, normalization

of diskbb is 6.6 ×105, Γ = 1.7, normalization of powerlaw is 0.85, the center energy of the gaussian

is 6.4, and its equivalent width is 73 eV. The same model is applied for the spectra outside 100 pixel,

and the ratio are shown in the bottom of figure D.1. The spectra above ∼ 2 keV agree with each

other within ∼ 5–10 %, while the difference becomes larger at most by 20 % around 0.7 keV as the

energies becomes lower. The systematic uncertainty caused by the XRT are assumed to be less than

∼ 20%.

To examine pileup effect, the spectra accumulated from the radius r > 0′′ and r > 08′ are overlaid

in Figure D.1. Assuming that the uncertainties of the responses of the XRT are negligible in a region

of r < 30′′, the differences of the ratio among black, green, and blue one, can be explained mostly by

pileup effect. We can estimate that the effect of pileup in Observation 4 is less than ∼ 20% of the

spectra. Then, the larger differences between black and red one can be explained by the systematic

uncertainties of the responses of the XRT, which gives ∼ 20 % uncertainties below E < 2 keV.
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