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Chapter 1

Introduction

Mass accretion is one of the most important mechanisms to power high energy astrophys-
ical objects. Matter accreting onto a compact object, such as a black hole, a neutron
star, and a white dwarf (WD) converts its gravitational energy into thermal energy and
finally releases it by radiation. In strongly magnetized compact objects, the mass accre-
tion occurs via an accretion column which is the plasma accretion flow along magnetic
field lines of the compact object. Various models of the accretion column in magnetized
WD binary were proposed (Hōshi 1973, Aizu 1973, Imamura & Durisen 1983, Frank et al.
1992, Cropper et al. 1999). The gravitational potential of the WDs has been measured
by observations of X-ray radiated from the accretion columns and the WD masses were
estimated using the models. In some WDs, however, their masses based on the X-ray
observations conflict with those estimated by binary motions and decaying nova light
curves. In this thesis, we concentrate on a construction of a new accretion column model
of the intermediate polar which reflects better the real accretion column structure, and
its X-ray spectrum model.

Intermediate polars (IPs) are close binary systems consisting of a rather strongly
magnetized WD (0.1-10 MG) and a low-mass companion star filling its Roche lobe, and
are characterized by periodic variation of optical and X-ray light curves at periods in a
range of ∼ 30 - 4× 103 s which is associated with WD rotation. Mass accretion from the
companion occurs via accretion disk up to around the Alfvén radius and the accretion flow
is channeled by the WD magnetic field within the Alfvén radius. The accretion flow forms
a steady strong shock close to the WD. The accreting matter is heated up to ∼ 108 K in
the shock, and the matter being ionized falls onto the WD with radiating X-ray.

Some post-shock accretion column structure model were constructed from 1970’s.
Hōshi (1973) and Aizu (1973) proposed the accretion column structure model for the
first time under the assumption that the accretion column is negligibly low relative to
the WD radius, that is, the change and the release of gravitational potential along the
accretion column is neglected. Frank et al. (1992) involved the release of the gravita-
tional potential into the accretion column structure model and analytically calculated its
temperature and density distribution with isobaric assumption. Cropper et al. (1999)
numerically calculated the physical structure of the accretion column taking into account
the gravitational potential release. Theoretical spectra based on the above models repro-
duce well the observed X-ray spectra of IPs in general. However, even the most elaborate
model of Cropper et al. (1999) has some problems. One of them is discrepancy of the WD
masses compared to other estimation methods. Since the X-ray spectra reflects the depth
of the WD gravitational potential, we can measure the WD masses in the IPs using the
post-shock accretion column structure models. A part of the WD masses measured by
X-ray observation are significantly lighter than those measured with the binary motion
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8 CHAPTER 1. INTRODUCTION

which possesses higher reliability and the decaying nova light curve.
One of the common assumption of the post shock accretion column structure models

so far are that for all IPs the accretion rate per unit area is 1.0 g cm−2 s−1 which decides
the density of the accretion column yet is not verified by any observation. A lower density
reduces the radiation cooling and, therefore, the longer time is needed for release of the
entire energy of the accreting matter, which results in a higher shock height.This effect
alters the accretion column structure and especially reduces its maximum temperature
which leads to under estimation of the WD potential. The other common assumption is
that the accretion column is cylindrical. Although this is a reasonable assumption if the
shock height is low enough, the dipole field configuration should be taken into account
for the higher shock. The theoretical X-ray spectrum is changed by the consideration
of the dipole geometry because it raises the energy conversion between heat and bulk
motion of the accreting gas due to Laval nozzle effect. The two assumptions provide a
harder theoretical X-ray spectrum and may lead to underestimation of the WD masses.
We remove these assumptions and construct a more realistic post-shock accretion column
structure model. Furthermore, we build a spectral model based on the new accretion
column model and apply to the Suzaku satellite data of couple of IPs. XIS and HXD
detectors onboard Suzaku retain high throughput and moderate energy resolution at the
iron K-shell energy band and excellent X-ray sensitivity above 10 keV, respectively, where
the spectrum of the accretion column is directly observed without obstruction of the
photoelectric absorption by pre-shock accreting matter.

This thesis is organized as follows; In Chapter 2, we briefly review WD binaries and
IPs. In Chapter 3, we refer some of the past accretion column structure models which has
been utilized for the WD mass estimation. In Chapter 4, we describe physics of optically
thin thermal plasma required to model the observed X-ray spectra. In Chapter 5, we
represent the spectrum models of the thermal plasma and the accretion column. In
Chapter 6, we point out some problems of the post-shock accretion column model. In
Chapter 7, we construct the new post-shock accretion column structure model and its
spectral model. In Chapter 8, we characterize the scientific instruments onboard Suzaku.
In Chapter 9, we review the two famous IPs, V1223 Sagittarii and EX Hydrae and apply
the new spectrum model to the Suzaku data of them. In Chapter 10, we discuss our new
results in relation to the WD masses. Finally, Chapter 11 summarizes conclusions of this
thesis and describes future prospects.



Chapter 2

Intermediate Polars

2.1 Classification of CVs

Cataclysmic Variables (CVs), belonging to a kind of variable stars, are close binary star
systems consisting of a white dwarf (WD) (primary star) and a low mass main-sequence
star or red giant (secondary star or companion star). As the name, CVs vary their
brightness drastically on time scale from as short as a few seconds to several years. These
systems are very compact, fully fits inside the radius of the Sun (R� ∼ 6.96 × 1010 cm).
The WD has a radius as small as that of Earth (R∼5000 km).When the binary system
evolves the secondary fills up the Roche-lobe, the secondary begins to be stripped and
transferred onto the WD surface due to a strong gravitational field. This mass accretion
releases large amounts of gravitational energy, which makes CVs powerful emitters of
radiation from infrared to X-ray wavelength and causes the variations either random or
periodic. Today, over 800 CVs have been discovered, and a total number of CVs in our
galaxy is believed to be approximately 106. CVs have diverse characteristics depending
on the properties of WDsand mass accretion rate. In general, CVs are primarily classified
by observational properties: strength of the magnetic field and the characteristics of the
optical variations. Basic classification of CVs is shown in Figure 2.1.

2.1.1 Classical Novae

Classical novae are known as CVs in which a single nova eruption has recorded Nova
eruptions are characterized by a rapid increase of the optical brightness by 6 to >19 mag
and a decline lasting from <10 d to hundreds of days. In 1960’s, cause of the classical nova
eruptions was identified as a phenomenon that hydrogen accumulated from the companion
on to the WD surface is compressed and heated due to strong gravity of the WD, and
thermonuclear runaways are finally triggered. After an eruption, the ejected matter from
the WD surface can be spectroscopically detected as an expanding shell, which helps to
distinguish classical nova eruptions from dwarf nova outbursts discussed later. Frequency
of the eruptions depends on the WD mass and the accretion rate from the secondary. A
typical interval of the nova eruptions are thought to be order of 104–105 yr. Thus there
is a single eruption historically recorded for classical novae.

2.1.2 Recurrent Nova

Recurrent novae are defined as the classical novae in which more than one nova eruption
has been recorded. Their nova eruptions are also caused by thermonuclear runaways of
hydrogen-rich material on the WD surface. Eruption is expected to recur in interval of
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10 CHAPTER 2. INTERMEDIATE POLARS

Figure 2.1: Classes of Cataclysmic Variables

20–80 yr, which is much shorter than the recurrence time scale in classical novae (∼ 104

yr). Orbital period of recurrent novae (0.75–460 d) is much longer than that of other
CVs. The secondary is known not to be a main-sequence star but to be a red giant that
can provide hydrogen to the WD with larger rate than that of other CVs by an order
of magnitude. Thus the hydrogen accumulation time can be much shorter and the time
interval to recur eruption also becomes shorter. The mass of the white dwarfs in recurrent
novae are thought to be close to the Chandrasekhar limit.

2.1.3 Nova-like Variable

Nova-like variables include CVs similar to classical, recurrent or dwarf novae from which
no outbursts have been observed. Mass transfer rate in their disks is so stable that the
overall brightness varies only slightly around its mean level. In addition, since the mass
transfer rate in disks is much higher than that of dwarf novae in quiescence, the outermost
part of the accretion disk is kept in a high temperature state and thus very bright. Hence
nova-like variables can be represented as a dwarf nova which stays in outburst at all time.

2.1.4 AM Canum Venaticorum star (AM CVn)

AM CVn was first discovered in 1967 (Smak 1967). AM CVn stars are characterized
by a very short orbital period at 5–65 min and the absence of hydrogen features but of
helium lines. Since the primary is close to the secondary in such a short orbital period,
the secondary should no longer be main-sequence star. There are two possibilities for
the secondary, i.e. secondary is a degenerate (or semi-degenerate) WD, or a the main-
sequence star left after the end of hydrogen burning. AM CVn stars are powered by the
mass accretion from Roche-lobe filling secondary to its companion star through the inner
Lagrangian point. Currently, a total of 13 objects are known (Nelemans 2005).



2.1. CLASSIFICATION OF CVS 11

2.1.5 Dwarf Nova

Dwarf novae have recurrent outbursts in which the optical brightness increases typically
by 2–5 mag - a luminosity increase by a factor of 10–100, this increase is much smaller
than that of classical novae. The outbursts last from a few days to several weeks and
recur regularly on time scale from ∼10 days to tens of years, which is well-defined for
each object. In 1855, J.R. Hind discovered the first dwarf nova “U Gem”, which is so
famous and typical that it becomes a subclass name of dwarf novae. Over 400 dwarf novae
are known at present. Based on the morphology of the light curve of optical outburst,
dwarf novae are divided into three subclasses, named after the first star discovered of that
class; the U Gem, SU UMa and Z Cam classes.

Figure 2.2: Schematic view of non-magnetic cataclysmic variable consisting of a white
dwarf and a low mass main-sequence star. Image copyrighted by Mark A. Garlick
http://www.space-art.co.uk/.

2.1.6 Polars

Polars are categorized as Magnetic CVs (mCVs), called AM Herculis Type Stars, whose
WD have a strong magnetic field (10–230 MG). The WD rotates synchronously with the
orbital motion due to the strong magnetic field. Since matter filling up the Roche lobe of
the secondary star is captured by the magnetic field lines and accretes onto the magnetic
pole, the accretion disk can not be formed around the WD as shown in Figure 2.3. Hence,
polars do not exhibit outbursts originating from the accretion disk. A shock standing close
to the WD surface around the magnetic pole, called “accretion column”, is formed.The
shock heats the accreting matter up to more than 108 K, and consequently forms a hot
plasma to radiate the hard X-ray emission. Although the hard X-rays originated from
the hot plasma are intriguing to investigate, we refrain from the detail explanation as
the polars are not main subject of this thesis because the cooling mechanism involving
cyclotron cooling is too complex.
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2.1.7 Intermediate Polars

Intermediate polars, also called as DQ Her type stars, have a magnetic field as strong
as 0.1–10 MG. An accretion disk can exist, however the disk is truncated at the Alfvén
radius. The schematic view of intermediate polar system is shown in Figure 2.3. Because
the outer part of the disk is present, outbursts occur sometimes. The magnetic field of the
WD of the intermediate polar systems can not strap the rotation of the secondary star to
their orbital motion due to mildly weaker magnetic field. Matter captured by magnetic
field is funneled to the magnetic poles, and shock-heated near the white dwarf surface as
in the case of polars.

Figure 2.3: Schematic view of magnetic cataclysmic variables, polar systems(left) and
Intermediate polar systems(right).

2.2 Binary Systems

Binary systems are consist of two stars orbiting around their common gravity center. The
WD is called the primary and the other star is called the companion star or secondary
for CVs.

2.2.1 Roche Geometry

The effective potential energy of a binary system in a frame of reference rotating with the
system can be written as (Frank et al., 2002).

Φeff(r) = − GM1

|r − r1|
− GM2

|r − r2|
− 1

2
(ω × r)2 (2.1)

where r1 and r2 are the position vectors of the primary and secondary, M1 and M2 are
their masses, and ω is the angular frequency vector of the orbital rotation (|ω| = 2π/Porb).
The last term of the equation represents the centrifugal force due to the orbital motion.
Figure 2.4 shows a cross-section of the equipotential surface of Φeff(r) drawn according
to the equation (2.1) in the orbital plane for a binary with M2/M1 = 0.25. The saddle
point of the equipotential surface Φeff(r) between the two compact stars is called the
“inner Lagrange point L1”, and the volumes enclosed by the two equipotential surfaces
segregated at L1 are called “Roche lobes”. The effective forces from the two stars at L1
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in the rotating reference frame exactly balance. When the secondary star becomes larger
and fills its Roche lobe, its material is transferred into the Roche lobe of the primary star
via the L1. The stream of gas via the Roche lobe overflow initially moves on a ballistic
trajectory and later, depending on the white dwarfs magnetic field, forms an accretion
disk in case of the non-magnetic CVs which has a weak magnetic field.

Figure 2.4: A cross section in the orbital plane of the Roche equipotentials crossing the
Lagrange point L1 (φR), for binary system with mass ratio q=M2/M1=0.25. Mark of CM
indicates the center of mass. The saddle points of the potential are the inner and outer
Lagrange points L1–L3. L4 and L5 are indicative of the poles.

2.2.2 Orbital Period and System Size

The orbital period of CVs is usually the most, and quite often, the only precisely mea-
surable parameter. From Kepler’s third law,(

2π

Porb

)2

=
G(M1 + M2)

a3
(2.2)

or

a = 3.5 × 1010

(
M1

M�

)1/3

(1 + q)1/3

(
Porb

1 h

)2/3

cm, (2.3)

where G is the gravitational constant, Porb is the orbital period, M1 and M2 are the masses
of the primary (WD) and the secondary, respectively, q ≡ M2/M1 is the mass ratio, a is the
semi-major axis of the orbit, and M� represents the solar mass (1 M� ≡ 2.0×1033 g). Here
we normalized the orbital period to 1 hour, a typical value for CVs. From equation (2.3),
typical size of the CV system is ∼ R� (1 R� ≡ 6.9 × 1010 cm).

Because the secondary star in CVs fills its Roche lobe, its radius is determined by
the geometry of the Roche lobe which many authors have calculated the approximate
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formulas for (see e.g., Warner 1995 p.33). Here we adopt the formula for the secondary
obtained by Paczyński (1971), which is valid in the range of 0 < q < 0.3:

RL

a
= 0.462

(
q

1 + q

)1/3

. (2.4)

Then the mean density of a lobe-filling secondary becomes

ρ̄2 =
M2

4
3
πR3

L

= 1.0 × 102

(
Porb

1 h

)−2

g cm−3, (2.5)

which is in the range of the typical low mass main sequence stars. If the secondary
is indeed a low mass main sequence star, the empirical mass-radius relation derived by
Patterson (1984),

R

R�
=

(
M

M�

)0.88

(2.6)

can be used. Then, the mass of the secondary becomes

M2

M�
= 0.07

(
Porb

1 h

)1.22

. (2.7)

Thus, we can estimate the mass of the secondary from its orbital period by using equation
(2.7).

2.3 Overview of Intermediate Polars

In 1934, a amazingly short period of 71 sec was found in the study of the light curve of
the remnant of Nova Herculis (= DQ Herculis) (Walker (1954), Walker (1956)). Twenty
years later, the discovery of the X-ray pulsars and success of the rotating neutron-star
model in accounting for their properties led a suggestion that the pulsation in DQ Her
also arose from the rapid rotation of an accreting compact star, with a WD replacing
the usual neutron star. Since radial accretion into the deep gravitational potential well
of the WD ought to produce hard X-rays, a weak pulsed X-ray expected to be detected.
Actually, other pulsating X-ray sources had been discovered by the Einstein Observatory,
with properties much more closely resembling cataclysmic variable than neutron star X-
ray binaries (Cordova et al., 1981). Furthermore, the circular polarization was detected
in BG Canis Minoris, which strongly suggest the presence of a ∼ 4×106 G magnetic field
(Penning et al., 1986). Polarization has also been observed in PQ Geminorum (Piirola et
al., 1993). These studies have now finally established the basic correctness of the magnetic
rotator model for the IP class.

2.3.1 Mass-Radius Relation of the White Dwarf

WD supports itself against gravity by the pressure of degenerate electrons instead of the
thermal pressure of nuclear burning. This fact, however, was not clear to astronomers
before the development of quantum physics. In 1926, Dirac and Fermi formulated Fermi-
Dirac statistics, and Fowler applied the statistics to compact stars that hold up them-
selves from gravitational collapse with electron pressure. Chandrasekhar (Chandrasekhar
(1931), Chandrasekhar (1939)) calculated the structure of a zero-temperature star based
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on the equation of state for a Fermi-Dirac gas of non-interacting electrons; the mass-
radius relation of WD a fundamental equation which describes the stellar structure. He
also discovered a limit of white dwarf mass ∼ 1.4 M� called “Chandrasekhar limit”.
Hamada and Salpeter (1961) comprehensively treated white dwarf models, including the
corrections to the equation of state derived by Chandrasekhar (Salpeter, 1961). Their
corrections for the electrostatic interactions between electrons and nuclei, gave improve-
ment to a status of white dwarf with smaller radii and larger central densities compared
with Chandrasekhar’s models of the same mass. In case of the model at low densities
and that inverse β-decays alter the value of µe, the inverse of the number of electrons
per unit atomic mass, at high densities, the model undergoes a significant change from
Chandrasekhar’s model. Since those correction are determined by µe, and atomic number
Z, the mass-radius relation depends on the composition of the white dwarf. Figure 2.5
shows the mass-radius relation derived by Chandrasekhar and Hamada & Salpeter (1961)
together with three observational data, taken from Shapiro & Teukolsky (1983). Thus, if
the mass and radius of the white dwarf can be precisely determined by observations, it
constrains the composition of the white dwarf from this figure.

Figure 2.5: The relation between mass M and radius R, for zero-temperature stars com-
posed of 4He, 12C, 24Mg, and 56Fe. The dashed curves denote Chandrasekhar models, the
upper one for µe = 2, and the lower one for µe = 2.15. These curves are calculated by
Hamada & Salpeter (1961). The figure also shows the measured data of Sirius B, 40 Eri
B and Stein 2051 with 1σ error boxes that derived from optical observations: Gatewood
& Gatewood (1978) for Sirius, Heintz (1974) for 40 Eri B, and Strand (1977) for Stein
2051. Figure taken from Shapiro & Teukolsky (1983)

Ostriker & Hartwick (1968) determined the equilibrium structure of the white dwarf
including an internal magnetic field, and found that a relatively small ratio of magnetic
to gravitational energies will produce an appreciable increase in the radii of white dwarfs.
Nauenberg (1972) obtained an analytic approximation to the mass-radius relation of the
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white dwarf at zero temperature, applying a variational principle. This can be witten as

RWD = 0.78 × 109

[(
1.44M�

MWD

)2/3

−
(

MWD

1.44M�

)2/3
]1/2

[cm], (2.8)

which agrees excellently with the calculation by Hamada & Salpeter (1961) on the con-
dition of µe = 2. Figure 2.6 shows plots according to equation (2.8). Nauenberg (1972)
also investigated the electrostatic correction, modifications due to rigid and differential
rotation, and effect of a stored magnetic field, and obtained fairly good agreement with
previous numerical results.

Koester & Schoenberner (1986) pointed out that the mass-radius relation significantly
deviates from Hamada & Salpeter (1961) zero temperature model, especially at an effective
temperature above 4 × 104 K. Vennes et al. (1995) computed mass-radius relations for
low-mass white dwarfs with non-zero effective temperature, which is strongly dependent
on the effective temperature and the composition of the white dwarf (Figure 2.6).

0 0.5 1 1.5
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0.01
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0.03

R
/R
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M/MO.

Nauenberg (1972)

pure He WD

pure C WD

Figure 2.6: Mass-radius relation for low mass white dwarfs with non-zero temperature,
composed of 4He and 12C (Vennes et al., 1995). The relation for zero temperature WD
by Nauenberg is drawn in black solid curve. Relations for pure He WD and pure C WD
are also shown in red line and blue line, respectively. Solid curves and dashed curves
correspond to the effective temperature of 4.9 × 104 K and 6.1 × 104 K, respectively.

2.3.2 Distance Determination

The distance to cataclysmic variables can be determined by measuring a stellar parallax
which is the most precise method. Since accuracy of the parallax measurement depends
on angular resolution, high-resolution telescope better than an arcsec is required. For
example, the Fine Guidance Sensors on the Hubble Space Telescope or Hipparcos can
measured the distance farther than 1000 light year. Since the parallax of distant objects
is small, the estimation error increases with distance. Another method to measure the
distance is to observe the proper motion of the CV and compare it with the proper motion
of nearby stars. Warner (1987) used this method to estimate the distance to RU Pegasus.
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Other methods utilize the spectral properties of the secondary star. Bailey (1981)
described a method for determining the distance to CVs based on the observed K (2.2µm)
magnitudes and the surface brightness of the secondary star in the K-band which is only
weakly dependent on the spectral type. Warner (1987) used Bailey’s method to derive the
distance to CVs as a function of only the secondary K-band magnitude and the orbital
period of the system. The equation was given by

log d(pc) =
K

5
− 0.93 + 1.073log P (hr) P < 6.5 hrs

=
K

5
− 2.14 + 2.56log P (hr) 12 > P > 6.5 hrs,

where K indicates the K-band magnitude. However, since a contribution from the ac-
cretion disk is assumed to be negligible, this method actually provide a lower limit of
distance.

2.3.3 Accretion Disks

As the matter accretes into the accretion disk via the L1, gravitational potential energy
of the matter is converted into kinematic energy. The matter at a particular radius in the
disk orbits the white dwarf with the Keplerian velocity at that radius,

v =

√
GM

r
. (2.9)

Viscous and a differential rotation in the disk generate the internal friction between a
inner ring and outer ring of the disk. The internal friction converts kinematic energy of
the matter into thermal energy. The viscosity also transports the angular momentum of
the matter from inner to outer radius. The matter, hence, slowly drift toward the white
dwarf. The radial velocity in the disk is quite smaller than the Keplerian velocity. Since
the velocity at the inner disk is higher than that at the outer, the disk is heated up to
higher temperature at inner radii. Temperature at the innermost radius of the disk reach
roughly 105 K. If we assume an optically thick accretion disk, an annulus at a particular
radius in the disk radiates a blackbody of temperature Teff . The temperature Teff at a
radius R can be written by

Teff =

[
3GṀMWD

8πσR3

(
1 −

√
Rin

R

)] 1
4

, (2.10)

where Ṁ is the accretion rate, MWD the white dwarf mass, σ the Stefan-Boltsmann
constant, and Rin the inner disk radius. The temperature is proportional to R−3/4 at
a sufficiently large radius. Above formulation of the accretion disk was developed by
Shakura & Sunyaev (1973), who assumed some ideal condition for the accretion disk as
follows;

• Ignore self-gravity of the accretion disk,

• The disk is in stable state,

• Axial symmetrical disk,

• Geometrically thin disk (H/R) � 1,
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• Optically thick disk,

Here H and R denote a half thickness of the accretion disk and a radius of the disk, re-
spectively. In addition to these assumptions, they introduced so-called α parameter that
connects the viscous stress to the gas and radiation pressure. The formulation of geomet-
rically thin accretion disk was successful to represent spectra from the accretion disks in
CVs from infrared to ultraviolet wavelength. The emission from the disk represented by
equation (2.10) is called “Disk Blackbody emission”. Figure (2.7) shows an example of
the disk blackbody spectrum summed up the contribution of each annulus.
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Figure 2.7: The continuum spectrum Fν of a steady optically thick accretion disk radiating
locally as a blackbody, for disks with different ratios Rout/Rin.

2.3.4 Magnetism in White Dwarfs

Since the discovery of the first isolated magnetic WD (mWD) Grw+70◦8047, the number
of stars belonging to this class has grown steadily. The isolated mWDs comprise ∼ 5%
of all WDs, while the mCVs comprise ∼ 25% of all CVs. The magnetic fields range from
∼ 3 × 104 – 109 G in the former group with a distribution peaking at 1.6 × 107 G, and
∼ 107 – 3 × 109 G in the latter group. The space density of isolated mCVs with fields
in the range ∼ 3 × 104 –109 G is estimated to be ∼ 1.5 × 10−4 pc−3 (Wickramasinghe &
Ferrario, 2000). The mCVs have a space density that is about a hundred times smaller.

About 80% of the isolated mWDs have almost pure H atmospheres and show only hy-
drogen lines in their spectra (the magnetic DAs), while the remainder show He I lines (the
magnetic DBs) or molecular bands of C2 and CH (magnetic DQs) and have helium as the
dominant atmospheric constituent similar to the non-magnetic WDs. Mixed composition
(H and He) might relate to the magnetic field of the mWDs. There is growing evidence
based on trigonometric parallaxes, space motions, and spectroscopic analyses that the
isolated mWDs tend as a class to have a higher mass than the non-magnetic WDs. The
mean mass for 16 mWDs with well-constrained masses is ≤ 0.95 M�. Magnetic fields
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may therefore play a significant role in angular momentum and mass loss in the post-
main-sequence phases of single star evolution affecting the initial-final mass relationship,
a view supported by work on cluster mWDs. The progenitors of the vast majority of the
isolated mWDs are likely to be the magnetic Ap and Bp stars.

Zeeman spectroscopy and polarimetry, and cyclotron spectroscopy, have variously been
used to estimate magnetic fields of the isolated mWDs and the WDs in mCVs and to place
strong constraints on the field structure. The surface field distributions tend in general
to be strongly non-dipolar and to a first approximation can be modeled by dipoles that
are offset from the center by ∼ 10−30% of the stellar radius along the dipole axis. Other
stars show extreme spectral variations with rotational phase which cannot be modeled
by off-centered dipoles. More exotic field structures with spot-type field enhancements
appear to be necessary.

The emission from mCVs is usually dominated by radiation from accretion shocks
on the surface of the mWD, and most systems have therefore been detected from X-ray
surveys.

The mWDs in the polars are magnetically phase locked to the companion star (Pspin

= Porb). These systems do not have accretion disks. The magnetic nature of the polars is
revealed by the strong circular and linear polarization of the optical-to-near-IR radiation
which is a defining characteristic of this class. The polarized radiation is thermal (T ∼
2-30 keV) cyclotron emission from the accretion shocks, as was confirmed by the discovery
of resolvable cyclotron lines in the optical spectrum of VV Puppis (Visvanathan & Wick-
ramasinghe, 1979). While only a handful of isolated magnetic white dwarfs are known
to rotate, all the magnetic white dwarfs in the polar systems have measured rotation
periods in the range ∼80 minutes to ∼8 hr. When the mass transfer rate drops below a
certain level, the bare photosphere of the mWD is revealed. The Zeeman intensity and
polarization spectra (when available) provide strong constraints on the surface averaged
field (B ∼ 107-108 G) and on field structure. In addition, cyclotron spectroscopy provides
direct information on magnetic field strengths at the accretion shocks.

The spin periods of the mWDs in the IPs are shorter than orbital periods (typically
Pspin ∼ (1/10)Porb), and an accretion disk is generally present. Their magnetic nature is
generally deduced indirectly through the presence of a coherent modulation in the X-rays
and/or the optical which is different from the orbital period, but a few systems also have
measured optical-IR circular polarization arising from accretion shocks. The photosphere
of the bare white dwarf has so far not been revealed, cyclotron lines also have not been
measured from the accretion shocks. However, there are several lines of argument which
suggest that IPs as a class have mWDs of lower fields (B ≤ 107 G) than in the polars
(Patterson, 1994).

2.3.5 Methods of Measuring Magnetic Fields in White Dwarfs

There are three methods to measure the magnetic field strength of WDs; cyclotron har-
monics, Zeeman splitting spectroscopy, and halo Zeeman lines. These measurements are
all achieved in infrared to optical band. The former two methods are used for both iso-
lated WDs and mCV, although the cyclotron technique mainly used for mCVs and the
Zeeman spectroscopy for isolated objects. The halo Zeeman method is applicable only to
a limited subset of mCVs.

Cyclotron harmonics
The cyclotron harmonics appear when free electrons are placed in a magnet field. The
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kinetic energy of electrons perpendicular to magnetic field is quantized into Landau levels;

Ecyc = h̄ωc

(
n +

1

2

)
(2.11)

= 0.12

(
B

107G

)(
n +

1

2

)
eV, (2.12)

where ωc ≡ eB
mec

is the cyclotron frequency, h̄ is the Dirac’s constant, and n is the prin-
cipal quantum number. For WDs, this can be observed as line emissions, emergent from
optically thin hot atmospheres near their magnetic poles. For mCVs with typical field
of ∼ 30 MG, the fundamental harmonic corresponds to 0.3 eV, and higher harmonics
come into the optical band. For reference, neutron stars exhibit cyclotron harmonics in
the hard X-ray band, since they have field strength of about 1012 G. The resonance in
neutron stars appears in absorption rather than emission, because plasmas on the neutron
star surface are optically thick.

When bulk doppler effect in the hot plasma is taken into account, the cyclotron har-
monic energies become (Bekefei 1966)

ωn(≡ Ecyc/h̄) =
n

1 − β‖ cos θ

ωc

γ
, (2.13)

where β is the electron bulk velocity in light units, the subscript ‖ means the parallel
component to the field, θ is the viewing angle to the field line , γ =

√
1 − β2, and ωc/γ

is the fundamental cyclotron frequency for relativistic electrons of masses γme. Since
β‖ changes significantly along the hard X-ray emisson region on the magnetic poles of
an mCV, the cyclotron lines are generally broadened, although this effect vanishes if the
accretion column is viewed nearly side-on (θ ∼ 90◦). As a result, the cyclotron lines often
smeared out when the magnetic poles of an mCV is viewed pole-on, as shown figure 2.8.
Even when the poles are viewed nearly side-on, the cyclotron lines are broadened by ther-
mal Doppler effects (expressed by γ in equation (2.13) in the hot plasmas of temperature
10 - 30 keV. This broadening reach ∼ 1000 Å in optical band.

Zeeman Spectroscopy
The Zeeman effect is caused by electrostatic interactions between magnetic momenta of
bound electrons and the external magnetic field. The splitting energy is described as

∆EZeeman =
eh̄

2mec
B = 5.8 × 10−2

(
B

107 G

)
eV. (2.14)

Since we can resolve a splitting of some hundreds Å(∼ 10−2 eV) in the optical band, the
Zeeman spectroscopy becomes a powerful method for investigating the field structure of
WDs. Usually, the Zeeman technique is applied to absorption lines, produced by hydrogen
or helium in the atmosphere of WD. An example for isolated WD is shown in figure 2.9.
For mCVs, this method is usable during low state, when the photospheric emissions from
the WD dominate over the accretion-powered radiation. Some mCVs show photospheric
Zeeman lines and cyclotron lines simultaneously as in figure 2.10. This usually occurs
when the system is in a state of intermediate activity so that the cyclotron component is
strong but does not overwhelm the contribution from the photosphere of WD.

Halo Zeeman lines
The other method of measuring magnetic fields in the polar type systems is through
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Figure 2.8: Bright (Side-on) and faint (pole-on) phase spectra of VV Puppis in its 1979
low state of accretion (from Visvanathan & Wickramasinghe 1979). The bright-phase
spectrum shows broad cyclotron emission features centered at 6300,5500,4800,and4100Å
corresponding to harmonic numbers 5, 6, 7, and 8, respectively, at a field of 32 MG.

Figure 2.9: Bottom : intensity spectra of Grw+70◦8247. Top : Magnetically shifted
component as a function of magnetic field strength in gauss. Wavelength coincidences
of ”turnaround” components with absorption feature in the spectra are indicated by
vertical lines; dashed lines are used when component behavior has not yet been rigorously
calculated. The obtained magnetic field strength is about 320 MG.(Angel et al., 1985)
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Figure 2.10: Top panel: Observations of V834 Cen showing both photospheric Zeeman
(Bp = 31 MG, az = −0.1) and cyclotron lines (Bc = 23 ± 1 MG) obtained at phase 0.55
compared with models from Ferrario et al. (1992). Bottom panel: Observations of 1RXS
J012851.9-233931 showing a strong cyclotron line in the red band (Bc = 45± 1 MG) and
a photospheric Zeeman spectrum with B = 36 ± 1 MG (Schwope et al. 1999). Copyright
Monthly Notices of the Royal Astronomical Society and Astronomy and Astrophysics,
reproduced with permission.



2.3. OVERVIEW OF INTERMEDIATE POLARS 23

detection of ”halo” Zeeman features of hydrogen. These features were first detected in
absorption during a high state of V834 Cen (Wickramasinghe et al., 1987) at phases when
cyclotron emission from the shock dominated in the optical band (figure 2.11). The halo
Zeeman lines are seen only when the cyclotron continuum is strongest (i.e., when the shock
is viewed nearly perpendicular to the field direction) and disappear at other phases. They
can therefore readily be distinguished from photospheric Zeeman lines (cf. the spectrum
of V834 Cen in figure 2.10 obtained when the system was somewhat fainter).

The halo Zeeman lines are attributed to free-falling cool material in the vicinity of the
shock (Wickramasinghe et al., 1987). Achilleos et al. (1992) modeled the thermal structure
of this gas and showed that the required temperatures could be provided by hard X-ray
heating due to radiation from the shock. There is generally very close agreement between
fields determined using cyclotron lines and halo Zeeman features, and in the absence of
cyclotron line field determinations, the halo field can be taken to be the field strength at
the accretion shock to within a few percent.

Figure 2.11: Observations of V834 Cen during a high state showing a Zeeman-split Ha
line against a strongly modulated cyclotron continuum. The field strength BH = 23 MG
deduced for the halo is very close to the cyclotron field strength Bc = 23 M (Wickramas-
inghe et al., 1987). The ”halo” lines are formed in cool gas very close to the accretion
shock and are seen only at some phases.

2.3.6 Alfvén Radius

As the magnetic pressure of the WD in a closed binary overcomes the ram pressure, the
accreting matter falls along the magnetic field. For a dipole-like magnetic field, the field
strength B varies roughly as

B ∼ µ

r3
(2.15)

at radial distance r from the WD radius RWD ; here µ = BWDR3
WD is a constant (the

magnetic moment) specified by the surface field strength BWD at r = RWD Thus there is
a magnetic pressure

Pmag =

(
4π

µ0

)
B2

8π
=

(
4π

µ0

)
µ2

8πr6
, (2.16)
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where µ0 is magnetic permeability, increasing steeply as the matter approaches the stellar
surface. This magnetic pressure will begin to control the accreting matter and thus
disrupt the infall at a radius rM where it first exceeds the ram pressure and gas pressures
of the matter. For highly supersonic accretion, it is the ram pressure term ρv2 which is
important, with the velocity v close to the free-fall value vff = (2GM/r)1/2 and |ρv| given
with the accretion rate Ṁ by Ṁ = 4πr2ρv:

|ρv| =
Ṁ

4πr2
. (2.17)

Thus setting Pmag(rM) = ρv2|rM
we find(

4π

µ0

)
µ2

8πr6
M

=
(2GM)1/2Ṁ

4πr
5/2
M

(2.18)

or

rM = 5.1 × 108

(
MWD

M�

)−1/7
(

Ṁ

1016 g s−1

)−2/7 ( µ

1030 G cm3

)4/7

cm. (2.19)

When a WD has BWD ' 104 G and RWD ' 5 × 108 cm, the order of magnitude of equa-
tion (2.19) suggests that observable effects are quite possible in systems where accretion
takes place onto a mWD. It is often convenient to replace Ṁ in equation (2.19) in terms
of the accretion luminosity, which is more directly related to the observational quantities,
especially for X-ray sources. Thus, using L = GMWDṀ/RWD,

rM = 5.5 × 108

(
MWD

M�

)−1/7(
RWD

109 cm

)−2/7

(
L

1033 erg s−1

)−2/7 ( µ

1030 G cm3

)4/7

cm. (2.20)

with parametrizations appropriate for WDs. Of course the estimates equation (2.19) and
equation (2.20) of rM are rather crude. However, since Pmag is such a steep function of
radius (∼ r−6) we may hope they are acceptable at least in an order-of-magnitude sense.
The quantity rM is known as the Alfvén radius.

For r ≤ RA, the accretion stream is strongly affected by the magnetic pressure, and the
accretion disk becomes distupted at 0.5 RA. Sine this becomes comparable to the binary
separation in the case of CVs equation (2.3), a polar system generally lacks an accretion
disk. In contrast, intermediate polars are thought to have accretion disks, because Alfvén
radii are much smaller than their binary separations. The schematic view of the mass
accretion in polars and intermediate polars is shown in figure 2.12. Inside the Alfvén
radius, the infalling gas is guided along field lines to accrete radially close to the magnetic
poles of the white dwarf, having a free-fall velocity as

vff =

√
2GMWD

RWD

(2.21)

= 3.6 ×
(

MWD

0.5 M�

)1/2(
RWD

109 cm

)−1/2

. (2.22)
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Figure 2.12: A schematic view of mass accretion in a polar system (top; Cropper (1990))
and an intermediate polar system (bottom; Patterson (1994))

2.3.7 Accretion Column

The accretion column is accretion flow channeled by the strong magnetic field of WDs
or neutron stars. In intermediate polars, in particular, the accretion disks are disrupted
at Alfvén radius and the accreting matter channeled by the WD’s magnetic field within
Alfvén radius. The steady strong shock is formed and the accreting matter is heated up
to ∼ 108 K by energy release of the WD gravitational potential. The shock surface is
believed to be close to the WD surface. As the physical structure of the accretion column
is main topics of this thesis, the structure will be described in detail in the next chapter.

2.3.8 Shock discontinuity of the accretion flow

In crossing the shock front, the well aligned bulk flow of pre-shock matter is randomized,
so that its motional energy is converted into thermal energies to heat up the gas. Thus,
the temperature T , the density ρ, and bulk velocity v change discontinuously there. Let
us consider an ideal gas with specific heat ratio (or adiabatic index) of γ. The Rankine-
Hugoniot relations describe the discontinuity conditions as

ρ0v0 = ρ1v1, (2.23)

ρ0v
2
0 + P0 = ρ1v

2
1 + P1, (2.24)

1

2
v2

0 +
γ

γ − 1

P0

ρ0

=
1

2
v2

1 +
γ

γ − 1

P1

ρ1

. (2.25)

where subscript ”0” and ”1” represent pre- and post-shock, respectively. Writing

x =
ρ1

ρ0

=
v0

v1

, y =
P1

P0

, (2.26)

a2
0 =

γP0

ρ0

, M0 =
v0

a0

, (2.27)

(2.28)
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we can rewrite equation (2.24) and equation (2.25) as

M 2
0

(
1 − 1

x

)
=

y − 1

γ
, (2.29)

M 2
0

(
1 − 1

x2

)
=

2(yx−1 − 1)

γ − 1
, (2.30)

where a0 and M are pre-shock sound speed and Mach number, respectively. Assuming x
6= 1 and y 6= 1, equation (2.29) and (2.30) give

x =
ρ1

ρ0

=
v0

v1

=
(γ + 1)M 2

0

(γ − 1)M 2
0 + 2

, (2.31)

y =
P1

P0

=
2γM 2

0 − (γ − 1)

γ + 1
. (2.32)

With the equation of state,

T1

T0

=
P1ρ0

P0ρ1

=
[2γM 2

0 − (γ − 1)][(γ − 1)M 2
0 + 2]

(γ + 1)2M 2
0

(2.33)

In the mass accretion onto mCVs, we assume the gas to be an ideal one with γ = 5/3.
Because the pre-shock temperature (typically∼50 eV) is much lower than the kinetic
energy of its bulk motion (∼ a few tens keV), the pre-shock stream is highly supersonic,
and the shock must be a strong one, that is M0 >> 1. Therefore, equation (2.31),
equation (2.32) and equation (2.33) give

v1 =
γ − 1

γ + 1
v0 =

1

4
v0, (2.34)

ρ1 =
γ + 1

γ − 1
ρ0 = 4ρ0, (2.35)

P1 =
2γM 2

0

γ + 1
P0 =

5

4
M 2

0 P0, (2.36)

T1 =
2γ(γ − 1)M 2

0

(γ + 1)2
T0 =

5

16
M 2

0 T0. (2.37)

2.4 Measurement of the White Dwarf Mass in CVs

In this thesis, we construct the certain WD mass estimation method using X-ray. There-
fore some WD measurement methods are introduced in the section.

2.4.1 WD Mass Estimation with Temperature in mCV

The WD mass can be measured with temperature reflecting the gravitational potential of
the WD. Since, in mCV referred in section 2.3.7 and 2.3.6, the pre-shock velocity reaches
vff which is described by equation (2.22), the matter is shock-heated to a temperature of

kT1 =
2γ(γ − 1)

(γ + 1)2

(
2GMWD

RWD

/a2
0

)
kT0 (2.38)

=
4(γ − 1)

(γ + 1)2

GMWDµmH

RWD

(2.39)

=
3

8

GMWDµmH

RWD

, (2.40)
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thus the post-shock temperature is determined by the WD mass and radius. Then, aid
to equation (2.8), the post-shock temperature can be written as

kT1 = 16
( µ

0.615

)( MWD

0.5M�

)(
RWD

109cm

)−1

keV (2.41)

= 16
( µ

0.615

)[
1.23

(
MWD

0.5M�

)−8/3

− 0.30

(
MWD

0.5M�

)−4/3
]−1/2

keV, (2.42)

where k and µ are the Boltzmann constant and the mean molecular weight. Thus, the
plasma has a typical temperature of hard X-ray emitter. And then, the temperature is
represented with only the WD mass, which allows us to estimate the WD mass.

2.4.2 Stellar Mass Estimation with Binary Motion

We may measure the masses of stars in a binary system using its orbital motion. The line-
of-sight velocity amplitude, K1 and K2 of each stellar object having mass of M1 and M2,
respectively, in a binary system which may be measured with Doppler shift of emission
or absorption lines can be written by

K1 =
2πa1

Porb

sin i (2.43)

K2 =
2πa2

Porb

sin i, (2.44)

respectively, where a1 and a2 are individual distance of the stellar objects from grav-
ity center of the binary system and i is orbital inclination. Using equation (2.43) and
equation (2.44), the separation between the objects a can be written as

a = a1 + a2 =
Porb

2π sin i
(K1 + K2). (2.45)

The balance between the centrifugal and gravity forces describes as

GM1M2

a2
= M1a1

(
2π

Porb

)2

, (2.46)

or (2.47)

GM1M2

a2
= M2a2

(
2π

Porb

)2

.

Substituting equation (2.43) and equation (2.44) into equation (??), we get

M2 sin3 i =
Porb

2πG
K1(K1 + K2)

2 (2.48)

and, similarly,

M1 sin3 i =
Porb

2πG
K2(K1 + K2)

2. (2.49)

We can get the lower limit of the masses of the objects with equation (2.48) or equa-
tion (2.49). The ratio of equations (2.48) and (2.48) is

M2

M1

=
K1

K2

. (2.50)
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Therefore, when we can measure the line-of-sight velocity of the both stars and know the
mass of one object with, for example, with the mass-color relation of main sequence star,
we can obtain the masses of the both stars.

When we know only one line-of-sight velocity amplitude K2, we can only get ”mass
function”. Equation (2.44) can be rewritten as

a2 =
K2P

2π sin i
, (2.51)

and we substitute this equation into equation (2.46) and get

GM1 =
K2P

2π sin i
a2

(
2π

Porb

)2

=
2πK2

Porb

a2 (2.52)

or

a2 =
GM1Porb sin i

2πK2

. (2.53)

Sum of equation (2.46) and (2.48) is written as

M1 + M2 =
4π2a3

GP 2
orb

. (2.54)

With substitution of equation (2.53) into squared equation (2.54) we obtain

(M1 + M2)
2 =

16π4

G2P 4
orb

a6 (2.55)

=
16π4

G2P 4
orb

G3M3
1 P 3

orb sin3 i

8π3K3
2

(2.56)

=
2πG

PorbK3
2

(M1 sin i)3. (2.57)

We can define the mass function as

f(M1, M2) ≡
(M1 sin i)3

(M1 + M2)2
=

PK3
2

2πG
. (2.58)

The value of the mass function gives an lower limit to M1 with M2 = 0 and sin i. It is
difficult to estimate M1 because of the difficulty of correct measurement of i in binaries
without eclipse, even if we know the mass of one object with the mass-color relation of
main sequence star.

2.4.3 The WD Mass Estimation with Nova Light Curve

The WD masses can be estimated with the darkening light curve of novae. A nova is a
runaway nuclear explosion in accreting WDs caused by the nuclear fusion of hydrogen
accumulated on WD surface by the accretion.

Light curves of novae are calculated with a theoretical calculation method called ”opti-
cally thick wind theory” which adopts the steady solution approximation (Kato & Hachisu,
1994) for a given set of the WD mass and chemical composition of the envelope. The opti-
cal and infrared (IR) fluxes are basically well represented by free-free emission. The super
soft X-ray light curve is calculated from blackbody emission, which may be inaccurate
but enough for the purpose to estimate the X-ray turn on/off time.
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Figure 2.13 shows observed multi-wavelength light curve of RS Ophiuchus and V2491
Cygni. After the optical maximum, the photospheric temperature rises with time while
the total luminosity is almost constant. Therefore, the main-emitting region of photon
shifts from optical to UV and then supersoft X-ray. The decline rate of optical flux and
durations of X-ray phase depend differently on the WD mass and composition. This
property is useful to determine the WD mass.

Figure 2.13 (left) also shows the light-curve fitting of the recurrent nova RS Ophiuchus.
The light curve model consists of a 1.35 M� WD, a 0.7 M� red-giant companion with a
radius of 35 R� and an irradiated disk with a radius of 47 R� around the white dwarf.
The binary orbital period is 455.72 days and the inclination angle is i = 33 deg. The
model produces a reasonable agreement with the observation of both the supersoft X-ray
and optical observations (Hachisu et al., 2006).

The light-curve fitting of V2491 Cygni is shown in figure 2.13. V2491 Cygni is a very
fast classical nova that shows very similar early decline as in RS Ophiuchus (they may
not be similar in figure 2.13 because the left figure is plotted in the linear scale while the
right one is in the logarithmic scale), but shows a very short supersoft X-ray phase of only
10 days. The best fit model, a 1.3 M� WD, reproduces simultaneously the light curves
of visual, IR, and X-ray, except the secondary maximum about 15 days after the optical
peak, which was explained as a magnetic origin (Hachisu & Kato, 2009). In the very
later phase the visual light curve deviates from the theoretical lines due to contribution
of strong emission lines.

In general, a nova evolves faster in a more massive WD and slower in a less massive
WD, because higher mass WDs require lower amount of hydrogen gas for nova, which
is exhausted more rapidly. Therefore, a very fast decline of optical light curve is an
indication of a very massive WD.
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Figure 2.13: (left) Light curve fitting of the recurrent nova RS Oph. Observed light
curve: Optical magnitude (green open squares and blue filled triangles), and supersoft
X-ray count rates (red open circles). Lines indicate model light curves: MWD = 1.33
M� (dash-dotted line), 1.35 M� (solid line), and 1.37 M� (dashed line) (Hachisu et al.,
2007). (right) Light-curve fitting for the classical nova V2491 Cyg. The upper bunch of
data indicates optical and near-IR observational data, and the lower black triangles X-ray
data. The best-fit theoretical model is a 1.3 M� (thick blue line) for the envelope chemical
composition with X(H) = 0.20, Y (He) = 0.48, XCNO = 0.20, XNe = 0.10, and Z = 0.02.
Supersoft X-rays may not detected during the wind phase (dashed part) because of self-
absorption by the wind itself. The Fλ ∝ t−3 law is added for the nebular phase (Hachisu
& Kato, 2009).



Chapter 3

Accretion Column Structure Models

We review hydrodynamic modeling of the accretion column structure of an mCV, which
was first proposed by Hōshi (1973) and modified by Aizu (1973), Imamura & Durisen
(1983), Frank et al. (1992), Wu et al. (1994), Woelk & Beuermann (1996), Cropper et al.
(1999), Canalle et al. (2005), Saxton et al. (2005) and etc.. Here, we briefly introduce
these models.

3.1 History of Post-Shock Accretion Column Model-

ing

Hōshi (1973) proposed a steady and spherically symmetric accretion model onto WDs.
Near the WD surface a shock is formed and a hot plasma between the shock front and the
WD surface emits thermal radiation. He estimated some physical quantity, for example,
a effective temperature and emission measure following his model, however, did not cal-
culate the distribution of the physical quantities. Shortly after Hōshi (1973), Aizu (1973)
analytically calculated the distributions of the temperature and density in parallel to the
plasma flow. He assumed that the thickness of the emission region, which correspond to
the accretion column heigh, is negligible against the WD radius. This assumption means
that the gravitational potential is constant in the emission region and there is no the
energy input. Since his assumption is reasonable and the distributions of the physical
quantities are useful for estimation of observed spectra, Aizu model had been used for
reproduction of the observed spectra up to a few tens years after his publication, for
example in Fujimoto & Ishida (1997).

After that, a lot of theoretical studies were performed for the post-shock accretion
column (e.g.Imamura & Durisen 1983, and Woelk & Beuermann 1996). Some of these
included two-fluid effects, Compton cooling and the effect of a gravitational potential.
These are all important. The aim of those calculations has been to determine the post-
shock temperature and density, and to predict spectra and X-ray light curves, but they
are unsuitable for the iterative model fitting of X-ray data. This differs from the approach
adopted by Wu (1994) and Cropper et al. (1998), which attempts to extract information
from the X-ray spectra and which requires a formulation that can be computed sufficiently
rapidly for that purpose. Cropper et al. (1999) continued along the path of improvements
to that technique by addressing the elimination of a negligible shock height assumption.
In so doing, they explored and elucidated clearly for the first time the effects of including
a radially varying gravitational acceleration on the post-shock accretion column structure.

The justification for assuming that the shock height has negligible effect is given, for
example, in Frank et al. (1992). However, in those cases where the cyclotron cooling
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is insignificant which involves the IPs (strong magnetic field giving important cyclotron
cooling lower the accretion column, see ex. Wu et al. 1994) and where the mass of the white
dwarf is larger than 0.8 M�, application of the Aizu (1973) or Wu (1994) formulae results
in very significant shock heights for typical specific accretion rate which is consistent with
accretion rate passing unit area (0.3 RWD for a 1.0-M� WD accreting at 1.0 g cm−2

s−1 ). This is inconsistent with the assumptions used by Aizu (1973) or Wu (1994) and
Cropper et al. (1998) (where the gravitational acceleration is ignored) and with Woelk &
Beuermann (1996) (who use a constant gravitational acceleration). Since the temperature
in the immediate post-shock region is the pre-shock velocity at that height (divided by
a factor of 4 because of the strong shock jump condition), this implies that the shock
temperature will be significantly lower than that calculated from the free-fall velocity at
the surface as used when assuming a negligible shock height.

While Cropper et al. (1999) considered the variation of the gravitational acceleration,
the difference of the specific accretion rate is hardly discussed. Moreover, some studies
using the model of Cropper et al. (1999) (Suleimanov et al. 2005, Yuasa et al. 2010 and
etc.) noted that the X-ray spectra of the accretion column are almost not influenced
and, thus, the WD masses estimated by the spectra are not changed by specific accretion
rate. Therefore the resent WD mass measurements by X-ray (Ramsay 2000, Suleimanov
et al. 2005, Brunschweiger et al. 2009, Yuasa et al. 2010 and etc.) and theoretical studies
Canalle et al. (2005) (who involve dipolar geometry) and Saxton et al. (2005) (who involve
two-fluid) generally did not take into account the difference of the specific accretion rate.

We introduce Aizu model which firstly described the post-shock accretion column
structure and Cropper model which is most widely utilized in the WD mass estimation
with X-ray today.

3.2 Aizu model

Aizu (1973) assumes that the temperatures of electrons and ions are the same, so the
plasma act as a single fluid, that the plasma is cooled down via optically thin bremsstrahlung
emission. Furthermore, the shock height h is assumed to be much lower than RWD; i.e.,
the gravity is almost constant over the emission region.

Gas density ρ, velocity v (the inward direction is taken as positive), temperature T
and pressure P are function of the distance z from the center of the WD. According
to standard hydrodynamics, the basic equations of continuity, momentum equation and
energy equation are described respectively as

d

dz
(ρvz2) = 0, (3.1)

ρv
dv

dz
= −dP

dz
− ρg, (3.2)

ρvT
dS

dz
= ρεff , (3.3)

where g is gravitational acceleration. In Aizu mode, since the shock height corresponding
to the accretion column height is assumed to be negligible against the WD surface, the
gravitational acceleration can be ignored. S is the entropy defined by

S ≡ 3kT

2µmH

ln(Tρ−2/3). (3.4)
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εff is energy loss rate per unit mass by radiation. The thermal conduction is also neglected.
Equations (3.1)–(3.3) are analytically solved in Aizu (1973) with boundary conditions
assuming that the pre-shock gas accretes with free fall and the shock is strong (§2.3.8),

v0 = 0.25
√

2GMWD/z0, (3.5)

ρ0 = 4 × (4πR2
WDvf )

−1Ṁ = (πR2
WDvf )

−1Ṁ (3.6)

T0 = 3
µmH

k
v2

0, (3.7)

and soft landing on the WD surface, v = 0 and T = 0.
If the accreting gas cools appreciably when it lands on the WD, the accretion column

height can be written as h ∼ v0tc ≡ h̄, where tc is cooling time

tc =
3kT0

2µmHεff

. (3.8)

Introducing non-dimensional quantities

i = v/v0, j = T/T0, u = z/(RWD + h),

where the subscript of 1shows post-shock, we rewrite equations (3.1)–(3.3) in the following
forms,

ρ = ρ0i
−1u−2, (3.9)

[i − (3ji−1) ]di + 3dj + (−6ju−1 + 8u−2)du = 0, (3.10)

αqu2i2j1/2 ln(ij2/3u4/3) = du. (3.11)

Here we have used equations (3.5)–(3.7), and put

α = h̄/R, (3.12)

q = RWD/(RWD + h) (3.13)

The boundary conditions at the shock front are

i = j = u = 1, (3.14)

and near the WD surface,

y → 0, z → 0 as u → q. (3.15)

Since α � 1, equations (3.9)–(3.11) are solved in the expansion of α. When we choose
i as the independent variable, and assume the following expansions:

j = j(0) + αj(1), u = u(0) + αu(1), q = q(0) + αq(1). (3.16)

In this expansion the boundary conditions (3.14) and (3.15) become

j(0) = u(0) = 1 and j(1) = u(1) = 0 at i = 1, (3.17)

j(0) → 0, u(0) → q0 and j(1) → 0, u(1) → q1 as i → 0, (3.18)

respectively. The the zeroth-order solutions of equations (3.10) and (3.11) are

u(0) = 1, q(0) = 1 and j(0) = i(4 − i)/3. (3.19)
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As for the first approximation, the relation between the relative distance and relative
velocity is given by

(z − RWD − h)/RWD
∼= αu(1)

= (8/9
√

3)α [15 sin−1(1 − (i/2)) − (5π/2) − (39
√

3/4)

+ {15 + (5/2)i + 2i2}{i(1 − (i/4))}1/2 ], (3.20)

where the boundary conditions (3.17) are used. When the boundary conditions (3.18) are
applied to equation 3.20, we obtain

h = (2/3
√

3)(13
√

3 − 20π)h̄ = 0.605h̄, (3.21)

where αq1 = −h(RWD + h) ∼= −h/RWD is used.

The first-order approximation of the relative temperature as a function of the relative
velocity is

j(1) = (64/9
√

3)i [(π/6) + (13
√

3/16) − sin−1(1 − (i/2))

− {1 + i − (i2/2) + (i3/8)}{i(1 − (i/4))}1/2 ] (3.22)

The left of figure 3.1 shows the normalized temperature distribution in the accretion
column. The temperature still keeps the half of the maximum when the accreting gas
falls over 90% of the accretion column. The temperature distribution is determined only
by the WD mass and is not influenced by the accretion rate as long as the latter in not
too small. The right of figure 3.1 shows normalized distributions of the squared velocity,
density and pressure as functions of the distance from the WD surface. It is seen the
increase of the density as the gas falls onto the WD is very sharp near the WD surface.

Figure 3.1: Left : Temperature distribution in the post-shock accretion column. In the
ordinate are plotted T/T0 = j, its zeroth-order approximation z(0) and its correction z(1).
The horizontal axis is the height from the WD surface normalized with that of shock
surface. Right : Square of velocity, density, and pressure distributions in the post-shock
accretion column. All quantities are normalized to 1 at the shock surface.
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3.3 Cropper model

Cropper et al. (1999) added the effect of the gravity variation along the accretion columns
to Aizu model. As referred above, the accretion column structure can be described by
the mass continuity equation, the momentum equation and the energy equation. The
geometry of the accretion column is assumed to be cylindrical in the model while the
variation of the gravitational potential is taken into account.

In Cropper model, since the geometry of the accretion column is approximated by
cylinder, the continuity equation is replaced by

d

dz
(ρv) = 0. (3.23)

The gravity is considered as the function relating the distance from the WD center z (see
figure 3.2), that is,

ρv
dv

dz
+

dP

dz
= ρF = −ρ

GMWD

z2
, (3.24)

and the convenient form of the energy equation for numerical calculation,

d

dz

[
v

(
1

2
ρv2 +

γP

γ − 1

)]
= ρF − ε, (3.25)

is utilized. Here γ = 5/3 the adiabatic index.The cooling rate ε due to optically thin
thermal radiation is given by

ε =

(
ρ

µmH

)2

ΛN(T ), (3.26)

where ΛN(T ) is the cooling function. Since equation (3.23) leads

d

dz
(ρv2) = v

d

dv
(ρv) + ρv

dv

dz
= ρv

dv

dz
, (3.27)

we obtain for equation (3.24)

d

dz
(ρv2 + P ) = −GMWD

z2
ρ. (3.28)

Substituting F from equation (3.24) into equation (3.25) yields

v
d

dz

(
P

γ − 1
− 1

2
ρv2

)
+

(
1

2
ρv2 +

γp

γ − 1

)
dv

dx
= −ε. (3.29)

Using again equation (3.27), we obtain

v

γ − 1

dP

dz
+

γP

γ − 1

dv

dz
= −ε (3.30)

and thus

v
dP

dz
+ γP

dv

dz
= −(γ − 1)ε. (3.31)
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Figure 3.2: Geometry of the accretion column from Suleimanov et al. (2005) . z0 is shock
front.

Suleimanov et al. (2005) and Yuasa et al. (2010) solved equations (3.23)– equa-
tion (3.25) adopting the cooling function of Sutherland & Dopita (1993) and Schure
et al. (2009) including line emissions, respectively, while Cropper et al. (1999) included
bremsstrahlung as thermal cooling and cyclotron cooling into their cooling function. Since
cyclotron cooling is not important for intermediate polars (<10 MG) (Wu et al., 1994),
the disregard of the cyclotron cooling is valid for IPs.With integration of equation (3.23),
We can obtain

ρv = a. (3.32)

a g s−1cm−2 is called specific accretion rate and represents accretion rate per unit area.
Equation (3.28) and (3.31) can be rewritten using equation (3.32) with ź = z0 − z, where
z0 is the coordinate of the shock (see figure 3.2)

dv

dz
= g(ź)

1

v
− 1

a

dP

dź
, (3.33)

dP

dź
=

(γ − 1)εa + g(ź)γPa/v

γP − av
, (3.34)

where

g(ź) =
GMWD

(z0 − ź)2
. (3.35)

Eqs.(3.33) and (3.34) were solved by shooting method with the ideal-gas law

P =
ρkT

µmH

. (3.36)

and boundary conditions at z = z0,

v0 = 0.25
√

2GMWD/z0, (3.37)

ρ0 =
a

v0

, (3.38)

P0 = 3av0, (3.39)

T0 = 3
µmH

k
v2

0 (3.40)
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which are essentially identical to the those of Aizu model. The shock position z0 was found
iteratively from the additional boundary condition v = 0 at the WD surface. The WD
radius was calculated with equation (2.8). Note that the specific accretion rate assumed
to be 1 g s−1 cm−2 as typical value in WD mass estimations with the Cropper model (ex.
Suleimanov et al. 2005, Brunschweiger et al. 2009, Yuasa et al. 2010).

Figure 3.3: Temperature and density profiles of the accretion column models (Suleimanov
et al., 2005).The dashed lines show a simple analytic solution of the structure of the
accretion column (Frank et al., 1992).

Figure 3.3 is the temperature and the density distribution of the post shock accretion
column with the WD mass of 0.7 M� presented by Suleimanov et al. (2005). For com-
parison they showed the distribution calculated by the simple analytical model (Frank et
al., 2002):

T (z) = T0

(
z − RWD

z0 − RWD

)2/5

, (3.41)

ρ(z) = ρ0

(
z − RWD

z0 − RWD

)2/5

. (3.42)

This model is based on the assumption of constant pressure in the post shock accretion
column. Since in the Cropper model the pressure increases towards the WD surface,
the temperature and the density are larger than those of (Frank et al., 2002). Figure
3.4 shows the dependency of the shock height and the shock temperature on the WD
mass (Yuasa et al., 2010). The shock temperature is lower than that calculated from
the Aizu model, because the pre-shock velocities at this height are less than those at
the surface of the white dwarf. However, there is significant heating of the post-shock
flow itself through the release of gravitational potential energy, so the temperature in
the subsequent flow is higher than that calculated from the Aizu model. This leads to a
flatter profile. For the heavier WD, the gas velocity at the close behind the shock becomes
higher, and therefore the gas density is lower.This causes decrease in the plasma cooling
rate and cooling time, yielding taller shock heights. This figure shows that inclusion of
the gravitational attraction changes WD mass estimations especially in high mass (≤ 1.0
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Figure 3.4: Results of the numerical solutions (Yuasa et al., 2010) for the shock height
from the WD surface (thick solid line) and the shock temperature (thin solid line), shown
against the WD mass. For comparison, the dashed line shows the shock temperature
calculated by assuming no-gravity in the accretion column.

M� ) systems comparing to the shock temperature without gravitational attraction. For
example, at MWD = 1.2 M�, no-gravity distribution overestimates a shock temperature
and following MWD by ∼10% compared with the present result.



Chapter 4

X-ray Emission from Optically Thin
Thermal Plasma

X-ray emission from thermal plasma involves many atomic processes listed in Table 4.1.
Some processes produce photons with a continuous energy distribution and the resultant
spectra become continuum, while other processes produce photons of characteristic ener-
gies, and are observed as line spectra. In the case of optically thick plasma which optical
depth is larger than 1 enough (τ � 1), detailed features due to interaction in the plasma
between the gas and photons are lost and the emission approaches blackbody radiation.
In this chapter, we describe the details of the X-ray emission mechanisms from optically
thin thermal plasma, to understand the observed X-ray spectra of non-Magnetic CVs.

First we consider the balance between collisional ionization and recombination pro-
cesses, which determines the ionization distribution of atoms in the plasma in the colli-
sional ionization equilibrium. It is shown that the helium-like and hydrogenic ions are
important for our analysis. Then, line emission mechanisms and selection rules are de-
scribed. Density effects are also examined, because we treat the plasma of n ∼ 1016 cm−3.

4.1 Ionization Balance

Ionization structure of a plasma is determined by the balance between ionization and
recombination processes. The rate equation to the number density NZ,z of ion Z+z, where
Z is the atomic number and z is the charge number, is given by

1

ne

dNZ,z

dt
= NZ,z−1CZ,z−1 − NZ,z(CZ,z + αZ,z) + NZ,z+1αZ,z+1, (4.1)

Table 4.1: Atomic Radiation Processes

Transition Type Atomic Process Spectral Shape
free-free bremsstrahlung continuum
free-bound radiative recombination continuum
bound-bound innershell ionization – fluorescence line line

excitation line line
innershell excitation satellite line line
radiative recombination – cascade line line
dielectronic recombination satellite line line
two-photon decay continuum

39
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where CZ,z denotes the total electron collisional ionization rate coefficient (cm3 s−1) for
the process of Zz → Zz+1, and αZ,z is the total recombination rate coefficient for the
process of Zz → Zz−1. Equation (4.1) is transformed into the equation of the fraction of
ions as

1

ne

dηZ,z

dt
= CZ,z−1ηZ,z−1 − (CZ,z + αZ,z)ηZ,z + αZ,z+1ηZ,z+1, (4.2)

where ηZ,z ≡ NZ,z/nHAZ is the fraction of ions from element Z in ionization stage z, nH

is the hydrogen density, and AZ is the relative abundance of element Z to hydrogen.

4.1.1 Ionization Process

The following two types of ionization processes contribute to the collisional ionization rate
coefficient CZ,z (Table 4.2).

Direct ionization — Ion Zz is directly ionized to Zz+1 by electron impact.

Autoionization — This process requires an intermediate state of an inner electron
excited (Zz∗). If the excitation energy exceeds the ionization energy of any of the
other electrons present, the excited atom (ion) will eject an electron and become
singly ionized (Zz+1).1

Using the electron-impact ionization cross section, the rate coefficient from state i to state
j is

Cij = 〈σijv〉 =

∫
σijvf(v, Te)dv, (4.3)

where f(v, Te) is the Maxwellian distribution function and σij is the electron-impact ion-
ization cross section, which is given by experiments and/or quantum mechanical calcula-
tions.

4.1.2 Recombination Process

The following two types of recombination processes contribute to the radiative recombi-
nation rate coefficient αZ,z (Table 4.2).

Radiative recombination — This is an inverse process of photo-ionization. A free
electron is captured by an ion, and the excess energy is emitted as a photon. The
rate coefficient of radiative recombination is a monotonically decreasing function of
temperature.

Dielectronic recombination — This is a two-electron process. The resonance excita-
tion simultaneously occurred with the electron capture to a higher state produces a
doubly excited state Zz−1∗ . The ion will be rearranged to the ground state, emitting
one of the excited electrons (autoionization), or a photon (dielectronic recombina-
tion). The dielectronic recombination coefficient has a maximum value at around
the characteristic temperature corresponding to the excitation energy, and at that
temperature. This effect is usually more important than the direct radiative re-
combination. Note that this process contributes to a line emission, whose energy is
slightly different from that of the excitation line of Zz, and is called the dielectronic
recombination satellite line. It must be emphasized that the dielectronic recombi-
nation satellite lines of Zz−1∗ emerge just beside the resonance line of Zz∗ .

1This process resembles Auger effect, in which the initial step is the ionization of an inner electron
(Zz+1∗

) rather than the excitation to a higher level, and the final state is the doubly ionized ion (Zz+2).
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Table 4.2: Ionization and Recombination Process

Atomic Process Ionization State
(direct) ionization Zz → Zz+1

autoionization Zz → Zz∗ → Zz+1

radiative recombination Zz → Zz−1

dielectronic recombination Zz → Zz−1∗ → Zz−1

4.1.3 Ionization Equilibrium and Ionization Fractions

The collisionally ionizing plasma evolves according to equation (4.2) and reaches the
equilibrium state. The final state is called collisional ionization equilibrium (CIE) while
the ionizing stage is called non-equilibrium ionization (NEI). According to Masai (1994), it
takes about t >∼ 1012(ne [cm−3])−1 s for abundant ions to establish ionization equilibrium.

In the ionization equilibrium, equation (4.1) becomes a set of equations

CZ,z−1ηZ,z−1 = αZ,zηZ,z. (4.4)

By solving these (Z + 1) dimensional simultaneous equations for each element, fractional
abundance ηZ,z of ion Zz are determined. Note that electron density does not appear
in equation (4.4), because it is a common factor of all the ionization and recombination
processes, and the ion fractions are functions only of temperature. At high electron
densities, however, the dielectronic recombination rate coefficients depend on density and
dielectronic recombination will be suppressed (§ 4.2.3). For the details of the calculations
of ionization equilibrium fractions, see e.g., Shull & van Steenberg (1982), Arnaud &
Rothenflug (1985), and Arnaud & Raymond (1992).

Figure 4.1 is a result of the ionization balance calculations for iron (McCray 1987;
Shull & van Steenberg 1982). It is remarkable that closed-shell ions like helium-like Fe
XXV and neon-like Fe XVII are very durable and exist for large temperature ranges. This
is because it requires a large energy to excite or ionize the electron in the closed-shell,
which makes the possibility of ionization and dielectronic recombination small.

Note that helium-like, hydrogenic, and full-ionized ions are dominant over the tem-
perature range T >∼ 1.8×107 K, and fractions of lithium-like or less ionized ions are small
for the iron.

4.2 Line Emission

4.2.1 Hydrogenic and Helium-like Kα Lines

Due to spin-orbit interaction, n = 2 state of the hydrogenic ion is split into 2P3/2,
2P1/2,

and 2S1/2. Transition from 2P3/2,
2P1/2 to the ground state 2S1/2 is possible within the

electric dipole approximation, and the resultant emission line is called resonance line,
while from 2S1/2 to the ground state is possible only via two photon decay.

On the other hand, n = 2 state of the helium-like ion is split into 3P2,
3P1,

3P0,
3S1,

1P1, and 1S0 due to Coulomb interaction, exchange interaction, and spin-orbit interaction.
Here the emission line due to the transition from 1P1,

3S1, and 3P1 to the ground state
1S0 is called resonance line, forbidden line, and inter-combination line, respectively.
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Figure 4.1: Fractional abundances of iron ions in CIE plasma, as a function of tempera-
ture. Note that for T >∼ 1.8×107 K, helium-like and/or higher ionized ions are dominant.
From McCray (1987).

Transitions of significant contribution to hydrogenic and helium-like Kα lines are sum-
marized in Table 4.3. for detailed description based on the quantum mechanical deriva-
tion.

4.2.2 Line Emission from Optically Thin Thermal Plasma

Line emission is the results of atomic processes such as inner shell ionization (II)2, (direct)
excitation (E), inner shell excitation (IE), radiative recombination to excited states (RR),
dielectronic recombination (DR), followed by a photon emission (Table 4.4). In what
follows, these atomic processes are indicated by a superscript of a symbol. The volume
emissivity εij

Z,z (photons cm−3 s−1) of an emission line due to the transition i → j in an
optically thin plasma is given by

εij
Z,z = neNZ [SII

Z,z−1ηZ,z−1 + (S
E/IE
Z,z + αDRS

Z,z )ηZ,z + (αRR
Z,z+1 + αDRS

Z,z+1)ηZ,z+1] (4.5)

=
NH

ne

NZ

NH

ne
2
[
SII

Z,z−1ηZ,z−1 + (S
E/IE
Z,z + αDR

Z,z)ηZ,z + (αRR
Z,z+1 + αDR

Z,z+1)ηZ,z+1

]
,(4.6)

where NH and NZ are the densities of hydrogen and element of atomic number Z, respec-
tively, ηZ,z is the fraction of ions from element Z in ionization stage z, etc. SII

Z,z−1, S
E/IE
Z,z ,

αRR
Z,z+1, and αDR

Z,z+1 denote the rate coefficients (cm3 s−1) (including possible branching ra-
tios and cascade effects) of II of ion Zz−1, E/IE of Zz, and RR/DR of Zz+1, respectively.

2Ionization of inner shell electron followed by the emission of K characteristic radiation is called
fluorescent radiation. The fluorescent radiation is a competing process against Auger process, where
secondary electron is ejected instead of a photon.
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Table 4.3: Contributions to Hydrogenic and Helium-like Kα Lines

Isoelectron Transition
Sequence Symbol Configuration Transition

H 1 1s 2S1/2 – 2p 2P1/2,3/2 resonance (E1) Ly α

He s2 1s2p — 2p2, 2s2 satellite
1s2s — 2s2p

s3 1s3` — 2`′3`
s4 1s4` — 2`′4`

He 4 1s2 1S0 — 1s2p 1P1 resonance (E1) w
5 1s2 1S0 — 1s2p 3P2,1 inter-combination x
6 1s2 1S0 — 1s2s 3S1 forbidden z

Li s2 1s22p — 1s2p2, 1s2s2 satellite j
1s22s — 1s2s2p q

s3 1s23p — 1s2p3p, 1s2s3s
1s23d — 1s2p3d
1s23s — 1s2p3s

s4 1s24` — 1s2`′4`
Be s3 1s22s3` — 1s2s2p3`

s4 1s22s4` — 1s2s2p4`

Table 4.4: Line Emission Processes

Process Ionization State
innershell ionization Zz → Zz+1∗ → Zz+1

(direct) excitation Zz → Zz∗ → Zz

innershell excitation Zz → Zz∗ → Zz

radiative recombination Zz → Zz−1∗ → Zz−1

dielectronic recombination Zz → Zz−1∗ → Zz−1

αDRS
Z,z represents the contribution to the intensity of the line in ion Z+z from all satellites

that cannot be resolved spectroscopically from this line. Note that these satellites which
result from the dielectronic recombination of ion Zz correspond to ion Zz−1. For a plasma
of cosmic abundance where hydrogen and helium are fully ionized (Te

>∼ 2 × 104 K),

NH

ne

' 0.85. (4.7)

4.2.3 Density Dependence of Line Intensity

Radiative de-excitation is a competing process with collisional de-excitation. In high
density limit, collisional de-excitation dominates the transitions from excited states and
the level population is determined by a Boltzmann distribution, while in the low density
limit, radiative decay dominates the transitions from the excited states and the population
of excited states is negligibly small compared to that of the ground state (Masai, 1994).
The population ratio of the levels 1 and 2 is given by

n2

n1

∼ neC12

A21 + neC21

, (4.8)
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where C12, C21, and A21 represent the rate coefficients (cm3 s−1) for electron-impact
excitation, electron-impact de-excitation, and the radiative transition probability (s−1),
respectively. At the low density limit (ne � A21/C21), n2/n1 ' neC12/A21, and the
population of the excited state is negligibly small.

The de-excitation rate coefficients Cji is given by

cji = 8.63 × 10−6Te
−1/2ω−1

j Υ cm3 s−1, (4.9)

where ωj is the statistical weight of the upper state j, and Υ is given by

Υ =

∫ ∞

0

Ω exp

(
−E

kT

)
d

(
E

kT

)
, (4.10)

which is the effective collision strength, i.e., the collision strength Ω averaged over a
distribution of electron velocities (Aggarwal & Kingston, 1993). For the Kα line of a
hydrogenic ion, Υ is of the order of 10−3 (Aggarwal & Kingston, 1993). Thus the rate
coefficient of collisional de-excitation is ∼ 10−13 cm3 s−1. On the other hand, radiative
transition probability A21 is given by

A21 =
8π2e2

mc3

g1

g2

f12ν
2
21, (4.11)

where f12 is the oscillator strength. For the Kα line of hydrogenic iron, ν21 = 1.67× 1018

Hz (hν21 = 6965 eV), f12 = 0.416 (Kato, 1976), so that A21 = 3 × 1014 s−1. From these
values, if the density satisfies ne � 1027 cm−3, radiative decay through resonance line
dominates collisional de-excitation.

Transition probability of the forbidden line of helium-like ion (1s2 1S0 – 1s2s 3S1)
is much smaller than that of the resonance line, and it is more sensitive to the electron
density. In the case of helium-like iron, collisional de-excitation becomes significant at
ne

>∼ 1017 cm−3 (Fig. 4.2; see also Masai 1994). For helium-like iron, the state 2 3S is
further excited to 2 3P state by electron impact if the density becomes >∼ 1017 cm−3, and
the forbidden transition 2 3S → 1 1S is greatly suppressed. Even in this case, the deficit
of the forbidden line is totally compensated by the increase of the inter-combination line
(2 3P → 1 1S) (Gabriel & Jordan, 1969).

Another density effect is that the characteristic time for collisional ionization of ex-
cited levels becomes shorter than that of the radiative de-excitation, and the stepwise
ionization via these levels can significantly contribute to the total ionization rate. Then
the dielectronic recombination satellite lines will be significantly suppressed. This effect
is only important at

ne
>∼ 1.4 × 1015Te

1/2z6n−7 cm−3, (4.12)

where n is the principal quantum number where stepwise ionization will occur and z is
the charge number (Mewe & Schrijver 1978; Mewe & Gronenschild 1981). If we substitute
a typical value with Te ' 3000z3 K, we obtain

ne
>∼ 1010z7.5. (4.13)

4.2.4 Temperature Dependence of Line Intensity

Figures 4.3 and 4.4 show the volume emissivities of Kα lines and line intensity ratios of
hydrogenic Kα line to helium-like Kα line, of magnesium, silicon, sulfur, argon, and iron,
respectively, based on the calculation by Mewe, Gronenschild & van den Oord (1985). It
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Figure 4.2: Electron density dependence of the inter-combination line (x, y) and the
forbidden line (z) to the resonance line (w) of He-like oxygen and iron (Masai, 1994).

is obvious that the line emissivities and their intensity ratios strongly depend on the tem-
perature, and that the temperature at the maximum emissivity strongly depends on the
element and the ionization state. Resonance line is dominant at higher temperatures while
dielectronic recombination satellite lines become important at lower temperatures. This
originates from the temperature dependence of the dielectronic recombination rate coef-
ficients (see § 4.1.2). Note that the inter-combination and the forbidden lines contribute
to the helium-like Kα lines.

4.3 Continuum Emission

According to Mewe, Lemen & van den Oord (1986), the continuum emissivity is given by

εc = 1.033 × 10−11Ḡcλ
−1Te

−1/2ne
2 exp

(
− E

kT

)
[ photons cm−3s−1Å−1 ], (4.14)

where Ḡc is the effective Gaunt factor that includes all the contribution of thermal
bremsstrahlung (free-free), radiative recombination (free-bound), and two-photon radi-
ation processes, and is given by

Ḡc = Gff + Gfb + G2γ. (4.15)

Free-free emission (thermal bremsstrahlung) — Free-free emission (bremsstrahlung)
is the radiation due to the acceleration of an electron in the Coulomb field of ion.
The average free-free Gaunt factor is given by

Gff =
NH

ne

∑
Z,z

AZηZ,zz
2
0gff , (4.16)
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Figure 4.3: Emissivities of Kα lines from optically thin thermal plasma of solar abun-
dances, calculation based on Mewe et al. (1985). Dashed, dashed-dotted, and dotted
curves represent the emissivity of resonance line, inter-combination and forbidden lines,
and satellite lines, respectively. Solid curve represents the sum of all the contributions.
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Figure 3.3: continued
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Figure 4.4: Temperature dependence of line intensity ratios of hydrogenic Kα line to
helium-like Kα line calculated based on Mewe et al. (1985). The plasma temperature is
determined from the observed line intensity ratios.



4.3. CONTINUUM EMISSION 49

where NH/ne represents the ratio of the number of hydrogen atoms to that of elec-
trons, AZ ≡ NZ/NH is the abundance of element with atomic number Z relative to
hydrogen, ηZ,z ≡ NZ,z/NZ is the fraction of ion Zz, and z0 is the effective charge.
Thermal bremsstrahlung becomes dominant at T >∼ 108 K, where atoms are highly
ionized and no other process can contribute to the photon emission.

Free-bound emission (radiative recombination) — Free-bound emission is the
radiation followed by the capture of an electron by an ion. Since energy levels of
the final state are discrete, the resultant spectra have a edge-like structure which
corresponds to the levels of electron captured.

Two-photon decay — Bound-bound transition such as 2s → 1s, for which the matrix
element vanishes to all perturbational orders in an expansion in multipole moments,
and is strictly forbidden. In such cases, spontaneous emission of two photons with
combined frequencies can occur. The spectra of two-photon decay is symmetrically
configured about the midfrequency ν = ν21/2, and falling off on both sides ν = 0
and ν = ν21. Two-photon process dominates the collisional de-excitation processes
for hydrogen atom when the electron density <∼ 104 cm−3 (Shu 1991, p.259).





Chapter 5

Spectrum Models of the Accretion
Column

Given the ionization fractions and the abundances, the expected emission spectra can
be calculated by summing the spectral emissivities due to the various radiative processes
described in chap.(4). A lot of calculations have been performed so far by many authors
(e.g., Cox & Tucker 1969; Kato 1976; Raymond & Smith 1977; Mewe et al. 1985).

Figure 5.1 shows the cooling function Λ(T ) ≡ P/nenH, where P is the total power
radiated by a unit volume. It is often convenient to use the emission measure EM, defined
as

EM =

∫
nenHdV, (5.1)

where V is the volume of the plasmas. The EM directly determines the X-ray luminosity,
or the normalization of the spectra. At T >∼ 2× 107 K (kT >∼ 2 keV), most of the ions are
highly or fully ionized and thermal bremsstrahlung basically determines the cooling rate
of the plasma, while at the lower temperatures, line emissions are most important. The
temperature of the plasma treated in this thesis is from 0.1 keV to a few tens keV, and
hence the contributions of the bremsstrahlung and the line emission are both important.
Even if the temperature of the plasma is a few keV, heavy metals such as magnesium,
silicon, sulfur, argon, calcium, and iron are still not fully ionized and the Kα lines from
the helium-like and hydrogenic ions of these elements, whose fractions are very sensitive
to the temperature of the plasma, are of essential importance for the plasma diagnostics.

5.1 Optically Thin Thermal Plasma Model: cemekl

and cevmkl Model

Various authors released computational code publicly to calculate the X-ray emission
spectrum from optically thin thermal plasma in an ionization equilibrium. Typical ex-
amples include Raymond-Smith model (Raymond & Smith, 1977), Masai model (Masai,
1994), MEKAL and VMEKAL models (Mewe et al. 1985, 1986; (Liedahl et al., 1995),
Kaastra et al. (1996); Arnaud & Rothenflug (1985), and APEC model (Smith et al.,
2001). Major differences among these models are the calculation of transitions of Fe L-
shell electrons, which produce hundreds of Fe-L lines near 1 keV. Based on these models,
some models to adopt the realistic situation are developed, such as cflow and mkcflow

models (Mushotzky & Szymkowiak, 1988) reproducing X-ray emission spectrum from
cooling flows of gas, cemekl and cevmkl models (Done & Osborne, 1997) which is a
multi-temperature plasma emission model. In a simple cooling flow model, the emission

51
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Figure 5.1: Temperature dependence of the cooling coefficient and its components for an
optically thin plasma (Gehrels & Williams, 1993).
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measure EM at each temperature is proportional to the time the cooling gas remains
at this temperature (i.e. the cooling time) and therefore inversely proportional to the
bolometric luminosity (e.g. Mushotzky & Szymkowiak 1988). The differential emission
measure for an isobaric cooling flow is given by

dEM

dT

∣∣∣∣∣
c.f.

=
5

2
k × Ṁ

µmp

× n2

ε(T, n)
, (5.2)

where Ṁ is the accretion rate, mp the proton mass, µ the mean molecular weight (0.615),
n the particle density, and ε(T, n) the total emissivity per volume in unit of erg s−1 cm−3.
This equation follows from the assumption that the plasma is cooling isobarically, i.e. the
energy radiated by the plasma is −5/2 k dT per particle. Furthermore, it is assumed for
this model that any external input of energy (e.g. gravitational energy) can be neglected,
and that there is no heat conduction in the flow. Note that for a collisionally ionized
plasma in thermal equilibrium ε(T, N) ∝ n2, so that the emission measure distribution
is independent of the density and therefore independent of the geometry, i.e. dimension,
and scale of the cooling flow. If the plasma deviates from an isobaric cooling flow due to
the strong gravitational field on the white dwarf, the plasma becoming optically thick at
lower temperatures, heat conduction, the cflow and mkcflow models could not represent
the X-ray emission spectrum from the plasma. In fact, release of the gravitational energy
of the white dwarf cannot be neglected.

The cevmkl model is allowed to vary the emission measure distribution which is as-
sumed to have a power-law dependence on temperature. The dependence is given by

dEM

d log T
= DEM(Tmax) ×

(
T

Tmax

)α

, (5.3)

where Tmax is the maximum temperature of plasma (i.e. initial temperature of the cooling
gas), α a power-law index that parameterizes the deviation from an isobaric flow, and
DEM(Tmax) the differential emission measure at Tmax

DEM(Tmax) =

(
dEM

d log T

)
T=Tmax

. (5.4)

The integration in the cevmkl code is performed logarithmically, so that a constant
EM(T ) corresponds to α=1 (Done & Osborne 1997).

The cevmkl model includes a number of lines from 13 different chemical elements, C,
O, Ne, Na, Mg, Al, Si, S, Ar, Ca, Fe and Ni. These lines are produced by excitation due
to electron impacts, radiative and dielectronic recombination and by innershell excitation
and ionization. The line intensities can be adjusted to the observed data by changing
the abundance of each element separately. Figure 5.2 shows two examples of spectra
calculated with a cevmkl model with maximum temperatures of 1 keV and 20 keV and
α=0. As the temperature of plasma becomes higher, the light elements are fully ionized
so that they can no longer emit the lines. We determine the plasma temperature by means
of the shape of continuum emission and the relative strength of emission lines from each
element.

5.2 Reflection of the Plasma Emission

If cold matter, such as the accretion disk and the white dwarf surface, is irradiated by
X-rays, some of the incident X-rays are reflected to produce a characteristic spectrum of
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Figure 5.2: Calculated spectra of the emission from an optically thin thermal plasma with
maximum temperatures of 1.0 keV (left) and 20.0 keV (right). The plasma metallicity is
assumed to be equal to that of the sun.

Figure 5.3: An example spectra of the plasma emission (dashed line) and its reflection
(dotted line), and the iron Kα fluorescence line (solid line). Absorption edges of oxygen
(0.5431 keV) and iron (7.112 keV) are clearly visible in the reflected spectrum. Compton
reflection hump dominates the spectra above 10 keV. The spectrum we can observe is
solid line.

emission. The reflected emission consists of the Compton down-scattering of the incident
X-rays, photoelectric absorption by cold matter, and the iron K fluorescence line. The iron
fluorescence line is produced via innershell ionization by X-ray illumination. Figure 10.1
shows an example spectrum of the plasma emission and its reflection, and the iron Kα
fluorescence line. The shape and intensity of the reflected emission essentially depend
on an incident X-ray spectrum, solid angle of the reflecting matter subtending the X-
ray source, metal composition of the reflecting material, and the orientation of our view
with respect to the normal of the reflecting surface. We adopt such a model of reflect
available in XSPEC.
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5.3 Accretion Column Spectrum Models

Some spectral model taking into account the accretion column structure calculated by
analytically or numerically (see chap.4) was constructed and fitted to observed spectra
(Wu et al. 1994, Cropper et al. 1998, Cropper et al. 1999, Ramsay 2000 Suleimanov et al.
2005, Brunschweiger et al. 2009, Yuasa et al. 2010, Hayashi et al. 2011). For construction
their models, they divided the accretion column into small components where the physical
parameter such as the temperature and density may be constant, and summed up the
emissions from the components. Fig.(5.4) is the model presented by Cropper et al. 1999
which used the numerically solved accretion column structure considering the varying
gravity along the column (Cropper model), comparing with that not considering the
gravity (Aizu model). This figure shows the spectrum based on the Cropper model is
harder that based on the Aizu model, because the heatup of the accreting gas occurs by
the release of the gravity potential.

Figure 5.4: Upper panel: the photon spectrum from the Aizu model (above), and, dis-
placed downwards by a factor of 10 for clarity, that for the case when the effects of gravity
are included (Cropper model). Lower plot: the ratio of the Aizu spectrum to the spectrum
from the varying gravitational potential.

Assuming the accretion column structure along the accretion column characterized by

T

Tmax

=

(
z

z0

)a

, (5.5)

ρ

ρmin

=

(
z

z0

)b

, (5.6)
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Table 5.1: Best fit parameters with accretion column spectral models.

Model a b Γ
Frank et al. (2002) 0.4 −0.4 0.5
Suleimanov et al. (2005) 0.312 −0.433 0.430

Falanga et al. (2005) compared some of the models and showed that the emission measure
is defined as

EM =

(
T

Tmax

)α

with α =
(2b + 1)

a
. (5.7)

They fitted with the equations to the published accretion column structure and obtained
the result as table.(5.1). The model of Frank et al. (2002) is the analytically solved
accretion column structure model with assumption of the constant pressure. Suleimanov
et al. (2005) used the Cropper model. The result show that the Cropper numerical model
which better represents reality is softer than analytical one.

5.4 Definition of Solar Abundances

In order to evaluate intensities of line emission of various elements originated from the
optically thin thermal plasma, elemental abundances of the plasma should be determined
accurately. The relative abundance of each element depends on an abundance table we
adopt. Six solar-abundance tables is available in XSPEC, as listed in Table 5.2.

Anders & Ebihara (1982) compiled abundances from C1 type chondrite, which is de-
fined as those including more than 3.5% C and no chondrules. Feldman (1992) performed
spectroscopic abundance measurements from high temperature solar plasmas. Anders
& Grevesse (1989) compiled the abundances of chondrite and solar photosphere and
corona. They found significant difference between Sun and meteorites in composition
of Fe, Mg, Ge, Pb, and W; other well-determined elements agree within ±9% on the
average. Grevesse & Sauval (1998) confirmed the solar abundance, essentially derived
from the solar photospheric spectrum, is in good agreement with the meteoritic abun-
dances. Lodders (2003) summarized the results of these abundance determinations for
all elements, and selected the best currently available photospheric abundances. On the
other hand, Wilms et al. (2000) presented abundances of the interstellar medium, which
is systematically lower abundances than the others.

We utilize the abundance table of Anders & Grevesse (1989) as the default solar abun-
dance in this thesis. We must recognize that most elemental abundances are consistent
with those of the other definitions, but only Fe abundance (4.68 × 10−5) is higher about
1.5 times than others (∼ 3.2 × 10−5).

5.5 SPEX package

SPEX (Kaastra et al., 1996) is a software package developed at SRON for the analysis
and interpretation of cosmic X-ray spectra. It encompasses options for spectral modelling,
fitting, graphical display and output. The widely used Mewe-Kaastra-Liedahl (MEKAL;
see sec.(5.1) plasma model constitutes a part of the package, however many updates have
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since been made. SPEX is a software package optimized for the analysis and interpretation
of high-resolution cosmic X-ray spectra. The software is especially suited for fitting spectra
obtained by current X-ray observatories like XMM-Newton, Chandra, and Suzaku. SPEX
will be continuously improved to handle spectra from high-resolution X-ray instruments
on future missions like ASTRO-H and IXO.

We use the cooling function with radiative losses of up-to-date transition lines calcu-
lated by SPEX (Schure et al., 2009) to calculate the accretion column structure, and the
SPEX package version 2.02.04 to calculate the accretion column spectrum model. This
code can calculate the spectra of a given emission measure for plasmas at different tem-
peratures and different choices of electron and ion temperatures, and therefore is used as
a spectral analysis code tailored to EUV and X-ray observations, in which energy band
it is one of the most complete packages currently available. Because it includes a very
complete prescription of line emission, cooling rates predicted by SPEX are higher than
those of cooling curves available until now as shown in fig.(5.5). The 15 elements presently
included are H, He, C, N, O, Ne, Na, Mg, Al, Si, S, Ar, Ca, Fe, and Ni.

For our purpose, we use SPEX to calculate the spectra of a plasma in collisional
ionization equilibrium (CIE) and non-equilibrium ionization (NEI). It is very useful for
construction of our accretion column spectral model that the plasma temperature range
of SPEX being calculated is wide, 0.0005 - 1000 keV comparing with the thin thermal
plasma models in XSPEC package, MEKALof 0.0808 - 79.9 keV, CEMEKL and cevmkl

of 0.01 - 100 keV and APEC of 0.008 - 64 keV.

Figure 5.5: Cooling curves compared: the higher cooling rates calculated with SPEX are
mainly due to a more complete coverage of the line transitions, including Fe L and EUV
lines 5.5.
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Table 5.2: Table of solar abundances by number relative to hydrogen.

angr feld aneb grsa wilms lodd
H 1.00 1.00 1.00 1.00 1.00 1.00
He 9.77 × 10−2 9.77 × 10−2 8.01 × 10−2 8.51 × 10−2 9.77 × 10−2 7.92 × 10−2

C 3.63 × 10−4 3.98 × 10−4 4.45 × 10−4 3.31 × 10−4 2.40 × 10−4 2.45 × 10−4

N 1.12 × 10−4 1.00 × 10−4 9.12 × 10−5 8.32 × 10−5 7.59 × 10−5 6.76 × 10−5

O 8.51 × 10−4 8.51 × 10−4 7.39 × 10−4 6.76 × 10−4 4.90 × 10−4 4.90 × 10−4

Ne 1.23 × 10−4 1.29 × 10−4 1.38 × 10−4 1.20 × 10−4 8.71 × 10−5 7.41 × 10−5

Mg 3.80 × 10−5 3.80 × 10−5 3.95 × 10−5 3.80 × 10−5 2.51 × 10−5 3.55 × 10−5

Si 3.55 × 10−5 3.55 × 10−5 3.68 × 10−5 3.35 × 10−5 1.86 × 10−5 3.47 × 10−5

S 1.62 × 10−5 1.62 × 10−5 1.89 × 10−5 2.14 × 10−5 1.23 × 10−5 1.55 × 10−5

Ar 3.63 × 10−6 4.47 × 10−6 3.82 × 10−6 2.51 × 10−6 2.57 × 10−6 3.55 × 10−6

Ca 2.29 × 10−6 2.29 × 10−6 2.25 × 10−6 2.29 × 10−6 1.58 × 10−6 2.19 × 10−6

Fe 4.68 × 10−5 3.24 × 10−5 3.31 × 10−5 3.16 × 10−5 2.69 × 10−5 2.95 × 10−5

Ni 1.78 × 10−6 1.78 × 10−6 1.81 × 10−6 1.78 × 10−6 1.12 × 10−6 1.66 × 10−6

angr: Anders & Grevesse (1989)
feld: Feldman (1992)
aneb: Anders & Ebihara (1982)
grsa: Grevesse & Sauval (1998)
wilm: Wilms et al. (2000)
lodd: Lodders (2003)



Chapter 6

Problems of Accretion Column
Structure Model

Various accretion column structure models of IPs are proposed until now (Chapter 3).
The Cropper et al. (1999) is the most elaborate model applied for observation, which
involved the gravity potential release not including in the first model of Hōshi (1973)
and Aizu (1973), and resolved the accretion column structure with numerical method for
exclusion of the isobaric approximation applied in Frank et al. (1992). However, even the
Cropper model leaves some problems relating with the WD mass estimation, the height
and shape of the accretion column.

6.1 Discrepancy of WD Masses

Since X-ray spectrum of the accretion column reflects the gravity potential depth of the
WD, we can measure the WD masses with the theoretical WD mass and radius relation
(equation (2.8)). In Aizu model the accretion column is supposed to be low so that the
gravity is potential completely converted into the thermal energy. Therefore the maximum
temperature of the plasma in the accretion column simply represents the potential depth in
the WD surface for Aizu model. With continuum X-ray observed by Ginga satellite, Ishida
et al. (1991) measured the plasma temperature of a polar type mCV, BY Camelopardalis
assuming that the plasma is isothermal, and estimated the WD mass in the system on
the code of Aizu model, which is the initial attempt to measure the WD mass with X-ray
observation. After Ishida et al. (1991) a lot of WD mass estimations using X-ray was
performed. The continuum method as Ishida et al. (1991) has been applied to the data
taken with Ginga (Cropper et al., 1998), RXTE (Ramsay 2000; Suleimanov et al. 2005,
2008), Swift (Brunschweiger et al. 2009 ; Landi et al. 2009) and Suzaku (Yuasa et al. 2010).
Fujimoto & Ishida (1997) and Ezuka & Ishida (1999) applied the emission line method to
the ASCA data, deriving the metal abundances as well. They thus estimated the plasma
in the accretion columns by comparing observed line-intensity ratios with those predicted
by the Aizu model.

Yuasa et al. (2010) performed the latest bulk WD mass estimation for IPs with based
on the Cropper model, which should be closet to reality. They compared their results with
the WD masses measured by the optical and infrared observation with binary motion
method (section 2.4.2) as figure 6.1. Although most of WD masses in figure 6.1 are
not contradictory between the two methods, one of the estimations of EX Hydrae is
significantly different. A line-of-sight velocity amplitude of the secondary star utilized
in the binary motional estimation closer to X-ray one estimated by data of much poorer
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quality (Vande Putte et al., 2003) than that used in the other (Beuermann & Reinsch,
2008). And Beuermann & Reinsch (2008) concluded that the WD mass of EX Hydrae is
0.790±0.026M�, thus the X-ray estimation of the WD mass of EX Hydrae is lighter than
the binary motional one by a factor of two.

Furthermore, similar discrepancy is seen in a IP, GK Perseus which occurred nova
outburst in 1901. The WD mass of GK Perseus estimated at 0.52 +0.34

−0.16 M� (Ezuka
& Ishida, 1999), 0.59 ±0.05� (Suleimanov et al., 2005), 0.90 ±0.12� (Brunschweiger et
al., 2009) and 0.92+0.39

−0.13 M� (Landi et al., 2009) by X-ray. Although they are somewhat
scattered, they are totally smaller than 1.15 M� which is measured by reducing nova light
curve(section 2.4.3).

EX Hydrae and GK Perseus are characterized by low mass accretion rate and mas-
sive WD, respectively. These features are may cause the discrepancy of the WD mass
estimated by X-ray (see blow).

Figure 6.1: Comparison of the WD masses in IPs estimated by Yuasa et al. (2010) with
those in the optical and infrared wavelengths where the binary motion was used. Refer-
ences are Hellier et al. (1997) for XY Arietis (”XY” in plot), Penning (1985) for BG Canis
Minoris (”BG” in plot), Hellier (1993) for TV Columbae (”TV” in plot), Haswell et al.
(1997) for YY Draconis (”YY” in plot), and Beuermann et al. (2004) for V1223 Sagittarii
(”V1223” in plot). For EX Hydrae (”EX” in plot), two different values are presented;
0.790 ± 0.026 M� and 0.50 ± 0.05 M� by Beuermann & Reinsch (2008) and Mhlahlo et
al. (2007), respectively (see text). Quoted errors are at 90 % confidence levels.

6.2 Prediction and Observation of Accretion Column

Height

Cropper model predicts low accretion columns. Figure 3.4 calculated by Yuasa et al.
(2010) shows the accretion column height against various WD masses. This figure demon-
strates that in even highest case, that is, very massive WD of 1.4 M�, the height of the
accretion column is about 8×107 cm consistent with about 50% of the WD radius. If the
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WD mass is 0.4 M� such as EX Hydrae for Cropper model, the accretion column is about
×106 cm which is only 1% of the WD radius.

On the other hand, tall accretion column is strongly suggested by observation in EX
Hydrae. In EX Hydrae the partial eclipse is observed as shown in figure 6.2 (Ishida et
al., 1994), when a part of one of the two accretion columns is occulted by the secondary
star (Rosen et al. 1988; Ishida et al. 1994). If the accretion column is low enough to be
ignored comparing with the WD radius as the Cropper model predict, one of the two
accretion columns should be completely occulted or not at all, and the partial eclipse is
very unnatural (Mukai et al. 1998; Allan et al. 1998). The observational fact evidently
encounters the Cropper prediction.

Figure 6.2: Folded light curve of EX Hydrae at its orbital period 5895.404 s Ishida et al.
(1994) calculated. The partial eclipse places around 0.97 phase.

Yuasa et al. (2010) pointed out that the inconsistency about the accretion column
height caused by distinction of accretion rate per unit area called ”specific accretion rate”.
In Cropper model, the specific accretion rate is fixed at 1 g cm−2s−1 as a typical for IPs and
Suleimanov et al. (2005) remark that the parameter hardly effect the emission and thus
the structure of the accretion column. By contrast, Yuasa et al. (2010) demonstrated the
effect of the variation of the specific accretion rate as shown in figure 6.3, although they
did not involve the effect into their spectral model. This figure shows relation between
the WD mass and shock temperature (i.e. maximum temperature) with specific accretion
rates of 0.1, 1, 5 and 10 g cm−2s−1, and the shock temperature becomes higher and lower
with smaller and larger specific accretion rate, respectively. Since the shock temperature
reflects the free fall velocity, that is, gravity potential depth at the top of the accretion
column, the lower shock temperature indicates the higher accretion column. Moreover,
while the shock temperature should be converge at higher limit of the specific accretion
rate, it is not clear that the shock temperature converge at lower limit in the figure. This
effect is more important for massive WDs. Actually, the accretion rate of EX Hydrae
5.8 ×1031 ergs−1 is 4-5 ×102 times darker than that of a typical IP V1223 Sagittarii
1.3×1034 ergs−1 Hayashi et al. (2011). The fact strongly support that the inconsistency
about the accretion column height caused by the difference of the specific accretion rate.

6.3 Geometry of Accretion Columns

Although, probably the shape of the accretion columns is dipole since the accretion col-
umn follows the WD magnetic field, it is approximated by cylinder for simplicity in the
construction of models applied to observation until now. This approximation is mostly
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Figure 6.3: The shock (i.e. maximum) temperatures calculated by Yuasa et al. (2010) are
plotted with solid, long dashed, short dashed, and dotted lines for specific accretion rates
of 0.1, 1, 5, and 10 g cm−2s−1.

valid for the low accretion column model as Cropper model. However, for massive WDs,
this effect becomes important as figure 6.4 calculated by Canalle et al. (2005).

Nozzle Effect

Generally, in a steady gas flow through a nozzle changing its cross-section as the accretion
column, energy conversion between thermal and bulk motion occurs. We assume that a
quasi-one dimensional fluid flows through a nozzle changing its cross-section and, z axis
is defined as the straight line through the center of the nozzle and positive direction as a
forward of the fluid. With the cross-section of the nozzle of S, the continuity equation is
written as

ρvS = const. (6.1)

We take the logarithim of both sides and differentiate them,

1

ρ

dρ

dz
+

1

v

dv

dz
+

1

S

dS

dz
= 0. (6.2)

The one dimensional momentum equation of a steady fluid without external force,

ρv
dv

dz
+

dP

dz
= 0 (6.3)

can be rewritten with the sound speed c

ρv
dv

dz
= −dP

dz
= −dP

dρ

dρ

dz
= −c2 dρ

dz
. (6.4)

Therefore,

dρ

dz
= −ρv

c2

dv

dz
. (6.5)
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Figure 6.4: Comparison between cylindrical and dipolar geometry for four different values
of white dwarf mass Canalle et al. (2005). From bottom to top each pair of curves
represents: MWD = 0.7, 0.8, 0.9 and 1.0 M�. In each pair the upper (dotted) curve
represents the cylindrical model and the lower (full line) curve represents the dipolar
model. The specific accretion rate of 2.0 g cm−2s−1 and colatitude of 18◦ on the stelar
surface at which the field line is anchored are adopted.

Substituting equation (6.5) into (6.7)

− v

c2

dv

dz
+

1

v

dv

dz
+

1

S

dS

dz
= 0 (6.6)

(
v2

c2
− 1)

dv

dz
= (M 2 − 1)

dv

dz
=

v

S

dS

dz
. (6.7)

Here, M is mach number. We can notice some fluid nature from equation (6.7).

1. In case of subsonic fluid (M < 1)
When the cross-section of the nozzle become smaller along the flow, the fluid is
accelerated using thermal energy.

2. In case of supersonic fluid (M > 1)
When the cross-section of the nozzle become larger along the flow, the fluid is
accelerated using thermal energy.

3. In case of sonic fluid (M = 1)
Only when dS

dz
=0, equation (6.7) has physical sense. In other words, the fluid can

be sonic flow, only where the cross-section is minimum in a smooth nozzle.

Since the accretion column is post-shock flow, the fluid should be subsonic in it and the
case (1) is applicable to the accretion column. The nozzle effect becomes more important
for the higher accretion column because the acceleration by the nozzle effect is proportional
to the rate of the cross-section change which is proportional to cubed distance from the
WD center with the magnetic dipolar geometry. Therefore, the importance of the nozzle
effect may depend on the specific accretion rate.
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6.4 Non-Equipartition between Ions and Electrons

At shocks, the kinetic energy which each particle possesses is thermalized at once. For
mCV, since ions in pre-shock accretion gas free falling possesses most energy because of
the difference of mass between ion and electron, the temperature of ions is much higher
than that of electrons at the top of the accretion columns. After the shock, the energy
of ions is converted into that of the electrons and the particles finally reach equipartition
by collision between each other. This effect in the accretion columns are discussed in
Imamura & Durisen (1983) and Saxton et al. (2005). They pointed out that the effect
is significant for IPs involving a massive WD as shown in figure 6.5. This effect hardens
the theoretically calculated X-ray spectra, and therefore, if we do not take the effect into
account, we may underestimate the WD mass.

Figure 6.5: The electron (black) and ion (gray) temperatures in the accretion column for
a massive WD (Saxton et al., 2005).

The energy conversion between electrons and ions performed mainly by Coulomb scat-
tering. The rate of change of the electrons temperature much cooler than ions is described
as

dTe

dt
=

Ti − Te

teq
, (6.8)

where teq is the time of equipartition, is given by

teq = 5.87
AeAi

niZ2
e Z

2
i ln Λ

(
Ti

Ai

+
Te

Ae

)3/2

s (6.9)

(Spitzer, 1962). A and Z are atomic weight and particle charge, respectively. Subscripts of
i and e mean ion and electron, respectively. ln Λ is ”Coulomb logarithm”, which represents
the range coulomb force interacts and is dominated by Debye length. Since equation (6.9)
contains the density, the time of equipartition depends on the mass accretion rate and
WD mass. Because the density in the accretion column is written as

ρ =
Ṁ

4πR2
WDvf

=
a

v
, (6.10)
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where f is fraction of area where accretion falls of the WD surface. Since v at the top of
accretion column is determined by the WD potential, that is, the WD mass, the effect of
non-equipartition is more important for massive WDs as Saxton et al. (2005) indicated.
Furthermore, the specific accretion rate also influents the density, and therefore this effect
depend on the specific accretion rate similar to the geometry difference.





Chapter 7

Construction of New Accretion
Column Model

In order to solve the problems described in section 6, we construct more a realistic accre-
tion column structure model and its spectral model to fit to observed spectra.

7.1 Specific Accretion Rate Dependence of Accretion

Column

At first, in order to confirm validity of the present accretion column structure model, we
investigate dependency of the structure on the specific accretion rate. Simultaneously,
we take into account the equipartition between the electron and ion temperatures and
examine its effect. Based on the Cropper model (section 3.3), we numerically calculate
the structure with the various specific accretion rate.

We solve the simultaneous ordinary differential equation of hydrodynamics, (3.32)
(3.33) and (3.34) with the assumptions that the shock is strong,

v0 = 0.25
√

2GMWD/z0 (7.1)

ρ0 =
a

v0

, (7.2)

P0 = 3av0, (7.3)

T0 = 3
µmH

k
v2

0 (7.4)

(7.5)

(written again) and landing is soft

vWD = 0 (z = 0; at WD surface), (7.6)

where z is the distance from the WD center and its positive is a direction away from
the WD, and subscript 0 and WD mean the shock and WD surfaces, respectively. To
seek solution fulfilled the boundary conditions, we utilize the shooting method. We adopt
the cooling function of Schure et al. (2009) which is calculated with SPEX package and
includes the line emission cooling. As shown in figure 7.1, Schure et al. (2009) clearly
specify the dependence of the cooling function on abundance and their cooling function
is more efficient than the previous of Sutherland & Dopita (1993) used in Suleimanov
et al. (2005) because the former includes more ∼ 4000 emission lines. Intervals between
the points presented by Schure et al. (2009) are interpolate by spline functions for the
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calculation. The WD radiuses are estimated by equation 2.8 (Nauenberg, 1972) with the
setting WD masses. Since cyclotron cooling is not important for IPs (Wu et al., 1994),
we ignore its cooling effect in this thesis.

4 5 6 7 8
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1  
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3 )

log T (K)

 Schure et al. (2009)
 Z = 2
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 Z = 0.1

 Sutherland & Dopital (1993)
 Z = 1

Figure 7.1: Cooling functions of the thermal emission. Black lines are described by Schure
et al. (2009) and cases of abundance Z = 0.1, 0.5, 1, 2 are shown. For comparison, the
result of Sutherland & Dopita (1993) is also shown (red line).

For consideration of the equipartition, after we resolve the hydrodynamical equations
and obtain the averaged temperature and density distribution of a small fraction of the
accretion column, we separately estimate the electron temperature important for cooling
with the averaged values. Equation .6.8 can be rewritten as

dτ

dt
=

2 ln Λ

503

〈
Z

Ai

〉2
n

T̄ 3/2
τ−3/2(1 − τ)s−1 (7.7)

with atomic weight of electron 1/1836, where T̄ is the averaged temperature which cal-
culated with hydrodynamics

T̄ =
neTe + niTi

ne + ni

(7.8)

and

τ ≡ Te

T̄
. (7.9)

The Coulomb logarithm can be approximated as

ln Λ ∼ 37.8 + ln

(
Te

108 K

)
− ln

( ne

10−3 cm−3

)1/2

. (7.10)

In our calculation the accreting matter assumed to be composed of pure hydrogen.
Figure 7.2 is the temperature and density distribution in the accretion column for the

case of the cylindrical specific accretion rate a = 1 g s−1 cm−2, WD mass MWD = 0.7 M�
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Figure 7.2: Temperature (left) and density (right) distributions of a cylindrical accretion
column calculated for an IP of MWD = 0.7 M� and Z = 1 solar abundance. In left panel,
solid and dotted lines are average between ion and electron, and electron temperatures.

and abundance Z = 1 Z� where Z� is solar abundance. The calculated temperature and
density distributions are identical to past calculations of Suleimanov et al. (2005) and
Yuasa et al. (2010). With these values of parameters, the average temperature between
ion and electron monotonically decreases toward the WD surface and therefore the top of
the accretion column is the hottest. The electron temperature catches up to the average at
around 25% of the accretion column height below from its top. The density exponentially
increases toward the WD surface which means that radiation from the portion of the
accretion column close to the WD surface dominates whole radiation.

Figure 7.3 – 7.8 show various temperature and density distributions of the cylindrical
accretion columns with a = 0.001, 0.01, 0.1, 1 and 10 g cm−2 s−1 for MWD = 0.4, 0.7
and 1.2 M�. Horizontal axis of left and right panels of the figures are distance from the
WD surface, normalized by the WD radius and the accretion column height, respectively.
As shown in figure 7.3, for MWD = 0.4 M�, while the temperature distributions of the
accretion columns with a above 0.1 g cm−2 s−1 are almost identical, the temperature
distributions with a below 0.1 g cm−2 s−1 change following value of a. Along with reducing
a the temperature distribution flattens, and when a falls below 0.01 g cm−2 s−1, the hottest
part emerges in the middle of the accretion column. The change of the temperature
distribution more easily occurs for more massive WDs. Figure 7.5 shows that for MWD

= 0.7 M�, the temperature distribution significantly changes with a = 0.1 g cm−2 s−1

where the distribution almost does not change for MWD = 0.4 M�. Moreover, for MWD

= 1.2 M�, the change takes place with even a = 1 g cm−2 s−1 and a part in the middle
of the accretion column becomes the hottest with a below about 1 g cm−2 s−1 as shown
in figure 7.7. Likewise the area not accomplishing the thermal equilibrium between ion
and electron expands for lower a and more massive WDs. The change of the temperature
distribution and expansion of thermal non-equilibrium area are caused by change of the
density and the velocity of the accretion flow. As shown in figure 7.4, 7.6 and 7.8, lower
a obviously causes lower density and massive WDs also reduce the density following
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equation (3.32) since they accelerate accretion flow to higher speed. The lower density
reduces radiation cooling and when the gravity heating overcomes the radiation cooling,
the non-monotonically cooling temperature distribution appears. Furthermore, the higher
speed of the accretion flow help to propagate the accreting matter maintaing physical state
of the top of the accretion column. For example, for a sufficiently low accretion column,
that is, with sufficiently high a, the speed of accretion flow at its top with MWD = 1.4 M�
is ∼ 4000 km s−1 which is about four times faster than that of MWD = 0.4 M�.

On the other hand, influence of difference of abundance on the accretion column
structure is limited as shown in figure 7.9 and 7.10. Figure 7.9 and 7.10 show various
temperature and density distributions with Z = 0.1, 0.2, 0.5 1.0 and 2.0 Z� in case of
MWD = 0.7 M�, and a = 10 and 0.001 g cm−2 s−1. For smaller Z attenuates the radiation
cooling as demonstrated in figure 7.1 and extends cooling time. Therefore, the smaller Z
builds a longer accretion column, however, the difference of the abundance almost dose
not change the accretion column structure by itself because Z is generally below 0.6 solar
abundance in IPs (Yuasa et al., 2010).

Figure 7.11 shows relations between a and maximum temperature. Since the temper-
ature monotonically reduces toward the WD surface with high a, the maximum temper-
ature is that at the top of the accretion column, which directly expresses depth of the
gravity potential at the top. When a decreases and approaches some a which is lower for
righter WDs, the maximum temperature drastically reduces. Around that a, the radiation
cooling and gravity heating balance and the hottest part shifts toward the WD surface
from the top. With lower a the prominent temperature peak emerges near the WD surface
as black line in figure 7.7 by the gravity heating and the maximum temperature becomes
independent from a. The electron temperature differs from the average for high a because
the electron temperature catches up to the average after the average is somewhat cooled.
On the other hand, with low a, the maximum temperature of the electron and average
are identical because after accomplishment of the thermal equilibrium the temperature
peak appears.

Relations between a and minimum density is almost linear as shown in figure 7.12.
Since the density monotonically decreases in the accretion columns with any a and MWD

(figure 7.4, 7.6 and 7.8), the minimum density is that of the top of the accretion col-
umn. Therefore, the minimum density is mostly independent from the accretion column
structure and depends on a rather than MWD.

Figure 7.13 is relations of the accretion column hight normalized by the WD radius
to a. These relations have two phases like the relation of maximum temperature and
unlike the relation of minimum density to a. When a is sufficiently high, that is to say,
the top of the accretion column is the hottest, the accretion column hight is proportion
to about a−1. On the other hand, with fully low a, the part near the WD surface is the
hottest, and the hight of the accretion column becomes less sensitive to a and proportion
to about a−0.3. Between the high and low a phases where the hottest part is middle of
the accretion column, the degree of dependence of the height on a is medium between the
two phases. a of the medium phase is smaller for massive WDs, and the phase starts at
a ∼ 1 for MWD = 1.4 M� and a ∼ 0.01 for MWD = 0.4 M�. We note that the accretion
column height becomes less able to be ignored against the WD radius depending on a
in any WD mass although the cylindrical approximation more easily becomes invalid for
massive WDs. Then we should take into account the geometry of the magnetic dipole of
the WDs.
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Figure 7.3: Temperature distributions of cylindrical accretion columns with a of 0.001,
0.01, 0.1, 1 and 10 g s−1 cm2 for the WD mass of 0.4 M�. Horizontal axises of left
and right panel are accretion column height normalized by the WD radius and height of
the accretion column, respectively. Solid and dotted lines show temperatures of average
between ions and electrons, and electron, respectively
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Figure 7.4: Density distributions of cylindrical accretion columns with a of 0.001, 0.01,
0.1, 1 and 10 g s−1 cm2 for the WD mass of 0.4 M�. Horizontal axises are common with
figure 7.3.
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Figure 7.5: Same as figure 7.3 except MWD = 0.7 M�.
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Figure 7.6: Same as figure 7.4 except MWD = 0.7 M�.
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Figure 7.7: Same as figure 7.3 except MWD = 1.2 M�.
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Figure 7.11: Relation between specific accretion rate and maximum temperatures of cylin-
drical accretion columns for WDs of various masses. Solid lines and dotted line show the
temperatures of average between ion and electron and electron.
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Figure 7.12: Relation between specific accretion
rate and minimum densities of cylindrical accre-
tion columns for WDs of various masses.
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7.2 Involving Dipolar Geometry

We simply adopt the dipolar geometry as that of the accretion column shaped by the
magnetic field while cylindrical geometry was adopted in most past models. We replace
the continuity equation in Cropper model (equation 3.32) with

ρvS = Ṁ, (7.11)

where S is a cross-section of the accretion column. Since Ṁ dose not depend on z, with
equation (7.11), we derive

d

dz
(ρv) = −ρv

S

dS

dz
. (7.12)

Using equation (7.12), the momentum and energy equations are rewritten as

d

dz
(ρv2 + P ) +

ρv2

S

dS

dz
= −GMWD

z2
ρ, (7.13)

and

v
dP

dz
+ γP

dv

dz
= −(γ − 1)

(
ε − ρv3

2S

dS

dz

)
, (7.14)

respectively, where g is gravity equation (3.35). Equation (7.13) and (7.14) can be rewrit-
ten with ź = z0 − z, where z0 is the shock coordinate (see fig.3.2)

dv

dź
= g(ź)

1

v
− 1

ρv

dP

dź
(7.15)

dP

dź
=

(γ − 1)
(
ε − 3ρv3

2(z0−ź)

)
ρv + g(ź)γPρ

γP − ρv2
. (7.16)

Here we assume that the accretion column follows the dipole geometry and settles on the
magnetic pole,

S ∝ z3. (7.17)

Figure 7.14 – 7.18 show comparisons of the temperature and density distributions between
the cylindrical and dipolar accretion columns with MWD = 0.7 M�. We note that a of
the dipolar accretion column afterward used is the accretion rate per unit area at the WD
surface With high a such as 10 g cm−2 s−1 for MWD = 0.7 M�, the both distributions of
the dipolar accretion column are almost completely identical to those of the cylindrical
accretion column as shown in left panel of figure 7.14. In these cases, the density is high
enough that the accretion column height is negligible compared with the WD radius and
its shape be approximated by cylinder.

For smaller a, the accretion column becomes higher and influence of the dipolar geom-
etry emerges. This lead to the density decrease simply by the extend of the cross section of
the accretion column and the nozzle effect as demonstrated in section 6.3, which converts
the thermal energy into that of bulk motion. Not only the nozzle effect but the reduction
of the density reduce the temperature because gradient of the pressure is roughly deter-
mined by balance with gravity due to insignificance of the ram pressure in the post-shock
region and, therefore, the extra density rise toward the WD surface should be made up
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for by the temperature reduction. In fact, figure 7.15 – 7.18 show that the averaged tem-
perature of the dipolar accretion columns is generally lower than that of the cylindrical
accretion columns. And the effect removes the temperature peak which emerges in the
cylindrical accretion column near the WD surface with low a, except for massive WD
above ∼ 1.3 M� (see section 7.1 and below). The density of the dipolar accretion column
is also lower than that of the cylindrical in general because the density is determined
by the continuity equation (equation 7.11), and the cross-section of the column narrows
toward the WD surface and the velocity increases by the nozzle effect. Figure 7.15 and
7.16 show that this effect slightly extends the accretion column with a where the nozzle
effect starts to emerge, which is consistent with the calculation by Canalle et al. (2005).
By contrast, with even smaller a, the effect acts significantly to shorten the accretion
column as figure 7.17 and 7.18 Furthermore, the energy conversion between the ion and
electron is less efficient and the thermal non-equilibrium area extends compared with the
cylindrical accretion column such as figure 7.18.

The temperature and density distributions of the dipolar accretion columns are shown
in figure 7.19 – 7.24 with parameters similar to figure 7.3 – 7.8 of the cylindrical case. As
the cylindrical accretion column, the temperature distributions are not different in high
a region, for example, a > 0.1 g cm−2 s−1 for MWD = 0.4 M� and a > 1 g cm−2 s−1 for
MWD = 0.7 M� as shown in figure 7.19 and 7.21. These regions are almost consistent with
the cylindrical. The averaged temperature flattens with decreasing a and the prominent
averaged temperature peak appeared in the bottom of the cylindrical accretion column is
removed by the nozzle effect. However, in extreme cases, that is, in case of massive WDs
and low a, the averaged temperature increases once after temporal cooling demonstrated
in figure 7.25. On the other hand, the peak of electron temperature approaches the WD
surface as a decreases and the electron temperature peak becomes sharp in the extreme
cases like the averaged temperature peak in the cylindrical accretion column. The density
monotonically increases toward the WD surface in all cases and the density decreases along
with a as the cylindrical accretion column.

Figure 7.26 shows the maximum temperature of average and electron as a function of
a for the dipolar accretion column. In dipolar accretion column, the top of the accretion
column is the generally hottest for the average temperature at least in our calculation
range. In high a range depending on the WD mass, the accretion column structure
dose not change and, therefore, the maximum temperature is constant in the a range.
Where the structure is influenced by a, that is, with comparatively low a, the maximum
temperature reduces as a decreases which lengthens the accretion column. Although for
the cylindrical accretion column the maximum temperature is almost constant with even
lower a, for the dipolar the maximum temperature keep on deducing because the average
temperature peak dose not emerge in the bottom of the accretion column. On the other
hand, the electron temperature peak emerges in the bottom of dipolar accretion column
and the peak temperature is almost constant because the radiation cooling is weak and the
energy loss is negligible up to the peak. And the electron temperature distribution of the
dipolar accretion column is similar to that of the average temperature of the cylindrical.

Relations between a and the minimum density of the dipolar accretion column are
shown in figure 7.27. Since the density monotonically increases toward the WD surface
in the dipolar accretion column as the cylindrical, the density of the top is the minimum.
There are two phase in the a and minimum density relation. The relation of high a phase
is consistent with the cylindrical and, thus, the geometry of the accretion column can be
approximated by cylinder in this phase. In the other, that is, high a phase, the cylindrical
approximation becomes invalid and the effect of the dipolar appears. Since the effect of
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extend of the cross-section emerges, the minimum density reduces further than that of
the cylindrical in the low a phase.

Figure 7.28 demonstrates the dipolar accretion column height as a function of a with
various WD masses. These relations also show two phases as the minimum density. In
high a phase, the height is proportion to about a−1 which is consistent with the cylindrical.
This fact clearly means that the shape of the accretion column is approximated by cylinder
well in this phase. Lower end of this phase about the height is around 0.2 times of the
WD radius, and above the height the effect of dipolar geometry starts to appear. On the
other hand, in low a phase where the accretion column is longer than 0.5 times of the WD
radius, the height is proportion to about a−0.15. Although these threshold are consistent
with the cylindrical, the function relating with a is different between the dipolar and
cylindrical, which is due to the dipolar effect.

Now we have obtained the physical structure such as density and temperature of the
dipolar accretion column parameterized by various a, MWD and Z. Then we can construct
a new spectrum model radiated by the dipolar accretion column with calculated physical
distributions to extract physical parameters of IPs with fitting to observed spectra.
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Figure 7.15: Same as figure 7.14 except a = 1 g cm−2 s−1.
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Figure 7.16: Same as figure 7.14 except a = 0.1 g cm−2 s−1.
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Figure 7.17: Same as figure 7.14 except a = 0.01 g cm−2 s−1.
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Figure 7.18: Same as figure 7.14 except a = 0.001 g cm−2 s−1.
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Figure 7.19: Temperature distributions of dipolar accretion columns with aof 0.001, 0.01,
0.1, 1 and 10 g cm2 s−1 for the WD mass of 0.4 M�. Horizontal axises of left and right
panel are accretion column height normalized by the WD radius and height of the accretion
column, respectively. Solid and dotted lines show temperatures of average between ions
and electrons, and electron, respectively.
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Figure 7.20: Density distributions of dipolar accretion columns with a of 0.001, 0.01, 0.1,
1 and 10 g cm2 s−1 for the WD mass of 0.4 M�. Horizontal axises are common with figure
7.19.
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Figure 7.21: Same as figure 7.19 except MWD = 0.7 M�.
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Figure 7.22: Same as figure 7.20 except MWD = 0.7 M�.
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Figure 7.23: Same as figure 7.19 except MWD = 1.2 M�.
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Figure 7.24: Same as figure 7.20 except MWD = 1.2 M�.
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Figure 7.25: Temperature (left) and density (right) distributions of dipolar accretion
columns calculated for a WD of 1.4 M� with a = 10 g cm−3 s−1. In left panel, the solid
and dotted lines are the averaged and electron temperature, respectively.
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Figure 7.26: Relation between specific accretion rate and maximum temperatures of dipo-
lar accretion columns for WDs of various masses. Solid lines and dotted line show the
temperatures of average between ion and electron and electron.
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Figure 7.27: Relation between specific accretion
rate and minimum densities of dipolar accretion
columns for WDs of various masses.
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Figure 7.28: Relation between specific accretion
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cretion columns for WDs of various masses.
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7.3 Construction of Spectral Model

We calculated the physical structure of the dipolar accretion column for MWD = 0.4–
1.4 M� per 0.05 M�, log a = -4, -3.75, -3.5, -3.25, -3, -2.75, -2.5, -2.25, -2, -1.5, -1, -0.5, 0,
0.5, 1, 1.5 and 2 and Z = 0.1-1 Z� per 0.1 Z�. So we construct a new spectral model of
the dipolar accretion column based on the calculated physical structure, which is called
”Acrad model” hereafter.

For construction of the spectral model, the distributions of the physical quantity di-
vided into one hundred components at even intervals about the accretion column height.
Spectra and their intensity ratios of the each component are calculated using the SPEX
package and then summed up. Plasma in the accretion column should be distinguish by
their nature and the model describing the plasmas in SPEX are different. One of the
plasma type is CIE plasma referred in chapter 4, where the the electron, ion and ioniza-
tion temperature equilibrate. The other is NEI plasma in which the equilibrium has not
been accomplished. The CIE and NEI plasma emission are described by ”Cie: collisional
ionisation equilibrium model” and ”Neij: Non-Equilibrium Ionisation Jump model” in
SPEX. Determination which model to apply to each accretion column component is done
by the value of nt where n is the electron number density and t is half of the time when
particles stay in the component. t is estimated with the numerically calculated veloc-
ity of the plasma flow and the height of the accretion column. Since when nt exceeds
1012 cm−3 s, the plasma reaches ionization equilibrium (Masai, 1994) and Cie model is
applied, and otherwise Neij model is applied.

When the CIE model is applied, parameters set or estimated in the numerical cal-
culation as shown in section 7.2 are simply inputted into Cie model in SPEX such as
the electron and ion temperature, density averaged over the component and abundance.
Normalization being to inputted the Cie model is n2V where V is volume of the plasma.
Since we do not know the accretion fraction f , V can not be calculated, however the
intensity ratios among divided components can be accurately calculated which decides
the whole spectrum.

The Neij model which is adopted when nt is smaller than 1012 cm−3 s represents a
plasma emission from plasma where the temperature of certain CIE plasma jumped to
some value with leaving the ionization temperature and the initial condition before the
electron temperature jump should be CIE plasma. However the electron and, further, ion
temperature change in shift of a divided component to another in the accretion column
regardless of whether the previous plasma is CIE or NEI. Here we concentrate on iron
which is the most important element for estimation of the accretion column spectrum
and calculate the degree of ionization of the element. In IPs spectra from the accretion
columns undergoes strong absorption in its low energy band below ∼ 5 keV where many
line emission of abundant light elements are prominent. Moreover the absorber is too
complex for us to extract intrinsic spectrum of the accretion column. In order to avoid
the difficulty the low energy band is excluded for spectral fitting in general (Ezuka &
Ishida, 1999).

Figure 7.29 shows a relation between charge of iron ion and temperature in CIE plasma
calculated by SPEX, which allows as to calculate the degree of ionization of iron over the
accretion column. In the first component placed in the top of the accretion column,
the initial temperature, that is, pre-shock ion temperature is set at 0.002 keV which is
lower limit of the initial temperature of Neij model. And a temperature jumped to is
set at the result of the numerically calculated electron temperature of the end of the
component. Then the ionization temperature heat up toward the later temperature and
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the average iron ion charge of the end of the component can be calculated with nt. In next
component, a temperature which is consistent with the iron ion charge of end of previous
component estimated by the relation between iron ion charge and CIE temperature is set
as initial temperature. The jumped temperature is set at numerically calculated electron
temperature as the previous component. These process are repeated and the ionization
temperature is obtained over the accretion column. Figure 7.30 shows the temperature
when Cie model adopted, and the averaged iron ion charge and iron ionization temperature
agreeing with the charge when Neij model adopted as example, assuming MWD = 1.2 M�
and a = 0.001 g cm−2 s−1. That the Cie temperature is zero means that Neij model is
adopted. Note that the the whole spectrum is dominated by Cie model in general because
the density of a area where Cie model adopted is larger than that of the other area by one
or two orders of magnitude (see figure 7.24) although we use both Cie and Neij model.
In fact, spectra of IPs observed in past is reproduced well by CIE plasma model.

The obtained spectra of the accretion columns with summing up the one hundred
components for MWD = 0.4, 0.7 and 1.2 M� are shown in figure 7.31, 7.33 and 7.35,
respectively, with a = 10, 1, 0.1, 0.01 and 0.001. And ratios of those spectra to the
spectrum for common MWD and a = 1 g cm−2 s−1 are shown in figure 7.32, 7.34 and
7.36. Higher a increases the accretion matter and, therefore, enhances intensity. With
comparatively light WD masses such as MWD = 0.4 and 0.7 M�, lower a reduces emission
lines from the H-like iron ion because the temperature in the accretion column is generally
turned down by lower a and He-like iron ion increases. On the other hand, in the spectra
of the accretion column of the massive WD like MWD = 1.2 M�, as a increases, the both
emission lines from the He- and H-like ions are enhanced. Because for massive WD, the
accretion column is extremely hot such as 50 keV and the most iron atoms are fully ionized
and the emission lines from iron ions of any degree of charge are suppressed. Therefore
decrease of the temperature enhances the line emissions as demonstrated in figure 7.35 and
7.36. In contrast, continuum radiated by bremsstrahlung generally reduces as a decreases,
which is prominent above 10 keV, because the accretion column becomes cooler and the
maximum temperature downs.

When the spectral model is added in XSPEC package as fitting model ”Acrad”, the
theoretical spectra calculated here should be interpolated since parameters utilized in the
spectral calculation is discrete and too coarse for fitting to observed. If the number of
parameters enough to fit are adopted, we exhaust too much time and data capacity of
computing machinery, which is not realistic. The fitting model is optimized for suzaku
satellite data utilized in this thesis, in other wards, the theoretical spectra are calculated in
tune with the energy resolution of suzaku response functions of XIS and HXD (see chapter
6) to save the calculation time and date capacity. The interpolation are performed by
linear for parameters of Z and MWD and spline for a which leads the most significant
change of the accretion column structure, respectively. Furthermore, the energy bands
calculated the spectra are limited in 5-12 keV for XIS and below 50 keV for HXD used in
spectral fitting (see chapter 10) in order to save fitting time.
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of the new spectral model. Black solid line shows CIE plasma temperature of components
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are average and electron temperatures see figure 7.23.
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Figure 7.31: X-ray spectra in 6–7 keV (left panel) and 5–100 keV (right panel) of dipolar
accretion columns of MWD = 0.4 M� with a = 0.001, 0.01, 0.1, 1 and 10 g cm2 s−1.
Abundance is assumed to be 0.3 solar abundance.

Figure 7.32: X-ray spectral ratios of a = 0.001, 0.01, 0.1, 1 and 10 g cm2 s−1 to that of a
= 1 g cm2 s−1 shown in figure 7.31.
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Figure 7.33: Same as figure 7.31 except MWD = 0.7 M�.

Figure 7.34: Same as figure 7.32 except MWD = 0.7 M�.
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Figure 7.35: Same as figure 7.31 except MWD = 1.2 M�.

Figure 7.36: Same as figure 7.32 except MWD = 1.2 M�.





Chapter 8

Instrumentations

In this chapter, we briefly describe a X-ray observatories, Suzaku, that are utilized in this
thesis. Especially, we summarize the basic properties and performance of the instruments
related on our analysis directly.

8.1 Suzaku Mission Description

Figure 8.1: The 96 minute Suzaku orbit (The Suzaku technical description).

Suzaku, the Japanese 5th X-ray astronomical satellite, was launched on July, 2005
(Mitsuda et al. 2007; Serlemitsos et al. 2007; Koyama et al. 2007; Takahashi et al. 2007;
Kokubun et al. 2007). Suzaku is placed in a near-circular orbit with an apogee of 568 km,
an inclination of 31.9 degrees, and an orbital period of about 96 minutes. The maximum
slew rate of the spacecraft is 6 degrees/min, and settling to the final attitude takes ∼ 10
minutes, using the star trackers.

93
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Figure 8.2: Left: Schematic picture of the Suzaku satellite. Right: A side view of the
instruments and telescopes on Suzaku Serlemitsos et al. (2007).

Figure 8.3: Left: XIS Effective area of one XRT + XIS system, for the FI and BI CCDs.
no contamination. Right: The Encircled Energy Function (EEF) showing the fractional
energy within a given radius for one quadrant of the XRT-I telescopes on ıt Suzaku at 4.5
and 8.0 keV Serlemitsos et al. (2007).

8.1.1 A Brief Introduction of Suzaku

The scientific payload of Suzaku (Figure 8.2) initially consisted of three distinct co-aligned
scientific instruments. There are four X-ray sensitive imaging CCD cameras (X-ray Imag-
ing Spectrometers, or XISs), three front-side illuminated (FI; energy range 0.4-12 keV
corresponding to XIS0, XIS2 and XIS3) and one back-side illuminated (BI; energy range
0.2-12 keV for XIS1), capable of moderate energy resolution. Each XIS is located in the
focal plane of a dedicated X-ray telescope. The second instrument is the non-imaging,
collimated Hard X-ray Detector (HXD), which extends the bandpass of the observatory
to much higher energies with its 10–600 keV pointed bandpass. The X–Ray Spectrometer
(XRS) is no longer operational.

All of the instruments on Suzaku operate simultaneously. Each of the co-aligned XRTs
features an X-ray mirror with an angular resolution (expressed as Half-Power Diameter,
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Table 8.1: Overview of Suzaku capabilities

S/C Orbit Apogee 568 km
Orbital Period 96 minutes
Observing Efficiency ∼ 45%

XRT Focal length 4.75 m
Field of View 17′ at 1.5 keV

13′ at 8 keV
Plate scale 0.724 arcmin/mm
Effective Area 440 cm2 at 1.5 keV

250 cm2 at 8 keV
Angular Resolution 2′ (HPD)

XIS Field of View 17.8′ × 17.8′

Bandpass 0.2–12 keV
Pixel grid 1024×1024
Pixel size 24 µm× 24 µm
Energy Resolution ∼ 130 eV at 6 keV
Effective Area 340 cm2 (FI), 390 cm2 (BI) at 1.5 keV
(incl XRT-I) 150 cm2 (FI), 100 cm2 (BI) at 8 keV
Time Resolution 8 s (Normal mode), 7.8 ms (P-Sum mode)

HXD Field of View 4.5◦ × 4.5◦ (≥ 100 keV)
Field of View 34′ × 34′ (≤ 100 keV)
Bandpass 10 – 600 keV
– PIN 10 – 60 keV
– GSO 30 – 600 keV
Energy Resolution (PIN) ∼ 3.0 keV (FWHM)
Energy Resolution (GSO) 7.6/

√
EMeV % (FWHM)

Effective area ∼ 160 cm2 at 20 keV, ∼ 260 cm2 at 100 keV
Time Resolution 61 µs

HXD-WAM Field of View 2π (non-pointing)
Bandpass 50 keV – 5 MeV
Effective Area 800 cm2 at 100 keV / 400 cm2 at 1 MeV
Time Resolution 31.25 ms for GRB, 1 s for All-Sky-Monitor
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Figure 8.4: Total effective area of the HXD detectors, PIN and GSO, as a function of
energy (Kokubun et al. 2007).

or HPD) of ∼ 2′ (Figure 8.3). Figure 8.3 shows the total effective area of the XIS+XRT.
K-shell absorption edges from the oxygen (0.54 keV) and aluminum (1.56 keV) in the
blocking filters are present, as well as a number of weak M-shell features between 2–3 keV
arising from the gold coated on the front surface of the XRT reflector.

The four XISs are true imagers, with a large field of view (∼ 18′ × 18′), and moderate
spectral resolution.

The HXD is a non-imaging instrument with an effective area of ∼ 260 cm2, featuring a
compound-eye configuration and an extremely low background. It extends the bandpass
of the mission with its nominal sensitivity over the 10 – 600 keV band (cf. Figure 8.4).
The HXD consists of two types of sensors: 2 mm thick silicon PIN diodes sensitive over
10 – 60 keV, and GSO crystal scintillators placed behind the PIN diodes covering 30 –
600 keV. The HXD field of view is actively collimated to 4.5◦ × 4.5◦ by the well-shaped
BGO scintillators, which, in combination with the GSO scintillators, are arranged in the
so-called phoswich configuration. At energies below ∼ 100 keV, an additional passive
collimation further reduces the field of view to 34′ × 34′. The energy resolution is ∼ 3.0
keV (FWHM) for the PIN diodes, and 7.6/

√
E % (FWHM) for the scintillators (where E

is energy in MeV). The HXD time resolution for both sensors is 61 µs. While the HXD
is intended mainly to explore the faintest hard X-ray sources, it can also tolerate very
bright sources up to ∼ 10 Crab. The HXD also has an all-sky monitor (the Wide-band
All-sky Monitor (WAM), which can detect GRB and other sources (Table 8.1). In this
thesis, we use only PIN data for hard X-ray observation, while do not use GSO data.

8.2 X–Ray Telescopes (XRTs)

Suzaku has five light-weight thin-foil X–Ray Telescopes (XRTs). These are grazing-
incidence reflective optics consisting of compactly nested, thin conical elements. Because
of the reflectors’ small thickness, they permit high density nesting and thus provide large
collecting efficiency with a moderate imaging capability in the energy range of 0.2-12 keV,
all accomplished in telescope units under 20 kg each.
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Figure 8.5: Layout of the XRTs on the Suzaku spacecraft (Serlemitsos 2007)
.

Table 8.2: Telescope dimensions and design parameters of XRT-I, compared with ASCA
XRT.

Suzaku XRT-I ASCA
Number of telescopes 4 4
Focal length 4.75 m 3.5 m
Inner Diameter 118 mm 120 mm
Outer Diameter 399 mm 345 mm
Height 279 mm 220 mm
Mass/Telescope 19.5 kg 9.8 kg
Number of nested shells 175 120
Reflectors/Telescope 1400 960
Geometric area/Telescope 873 cm2 558 cm2

Reflecting surface Gold Gold
Substrate material Aluminum Aluminum
Substrate thickness 155 µm 127 µm
Reflector slant height 101.6 mm 101.6 mm

Four XRTs onboard Suzaku (XRT-I) are used for the XIS, and the other XRT (XRT-S)
is for the XRS. The XRTs are arranged on the top plate of the Extensible Optical Bench
(EOB) in the manner shown in Figure 8.5. The external dimensions of the 4 XRT-Is are
the same (See Table 8.2, which also includes a comparison with the ASCA telescopes).

8.2.1 Basic Components of XRT

The Suzaku XRTs consist of closely nested thin-foil reflectors, reflecting X-ray at small
grazing angles. An XRT is a cylindrical structure, having the following layered compo-
nents: 1. a thermal shield at the entrance aperture to help maintain a uniform tempera-
ture; 2. a pre-collimator mounted on metal rings for stray light elimination; 3. a primary
stage for the first X-ray reflection; 4. a secondary stage for the second X-ray reflection;
5. a base ring for structural integrity and interface with the EOB. All these components,
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except the base rings, are constructed in 90◦ segments. Four of these quadrants are cou-
pled together by interconnect-couplers and also by the top and base rings (Figure 8.5).
The telescope housings are made of aluminum for an optimal strength to mass ratio.

8.2.2 XRT Performance in Orbit

In-orbit performance of the XRTs was measured by observing standard candles of celestial
objects. To examine the performance, the data was compared with an output of the ray-
tracing simulator or fitted with the response matrix made by the simulator. The Monte
Carlo technique is used in the ray-tracing simulator and was optimized for Suzaku (see
Misaki et al. 2004 and Ishisaki et al. 2007 for detail explanation about the simulator).
The simulator is currently referring to the pre-launch’s and simplified parameters and was
released in the Suzaku official analysis package. Early results of the performace test were
published as Serlemitsos et al. (2007).

Optical Axis An optical axis is defined as the direction in which the maximum through-
put of the XRT is performed in the whole energy range. The throughput was measured
as a count rate of the Crab Nebula at some given off-axis angles around the XIS nominal
position. The Crab Nebula has been regarded as a standard candle of the effective area
calibrator since there are no strong indications for spectral variability. Figure 8.6 shows
the optical axes of the XRT-I modules in the detector coordinates. All the optical axes
are concentrated within ∼ 1′ from the XIS nominal position. Each XRT is therefore found
to exhibit more than 98% of its maximum throughput at the XIS nominal position (see
the next paragraph and Figure 8.7).
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Figure 8.6: Location of the optical axis of Suzaku for each XRT determined from the
observations of the Crab Nebula. The dotted circles are drawn every 30” in radius from
the XIS nominal position. All optical axis are concentrated within ∼ 1′ from the XIS
nominal position.
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Vignetting Function The nested thin-foil structure causes reflectors’ shadowing for X-
rays with slightly tilting incident angle. Thus, this shadowing effect, called “vignetting”,
decreases the effective area. Here the vignetting function is defined as the off-axis depen-
dence of the effective area. Figure 8.7 shows the vignetting function in the DETX and
DETY directions. The origin of the function represents the optical axis. The effective
areas are plotted at some given off-axis angles in two energy bands of 3–6 keV and 8–
10 keV. The effective area at the optical axis is then normalized to be unity. A width
of the vignetting function in the 8–10 keV band becomes obviously narrower than that
in the 3–6 keV. This is because the reflection of X-ray photons above 8 keV is mainly
taken place at the inner reflector shells. The incident grazing angle at outer reflector
shells (r ∼200 mm) is larger than 0.56 degree which nearly corresponds to the critical
grazing angle of gold for total reflection. Thus, for high energy photon, the reflectivity
of the outer shells rapidly decreases. Since spaces between the inner shells are narrow,
the decrease in the effective area due to the shadowing effect becomes more remarkable.
Vignetting functions created by xissim are superposed on the same figure, where xissim
is a Monte-Carlo simulator adopting ray-tracing technique for the X-ray reflection and is
used to construct the XRT response function. It is found that the simulated vignetting
functions in both directions well reproduce the data points. The angular response of the
effective area is quantitatively calibrated within ∼10% accuracy over the XIS field of view
(∼ 18′). The calibration of the absolute effective area is described in later paragraph ??.
From Figure 8.7, the XRT field of view, which is defined as the FWHM of the vignetting
function, is found to be 13.′3 in the 8–10 keV band and 17.′8 in the 3–6 keV band. The
latter is nearly corresponding to the XIS field of view.
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Figure 8.7: Vignetting of the four XRTs using the data of the Crab Nebula in the two
energy bands 3–6 keV and 8–10 keV. The model curves are calculated with the ray-tracing
simulator with the spectral parameters of NH = 0.33 × 1022 cm−2, photon index = 2.09,
and the normalization = 9.845 photons cm−2 s−1 keV−1 at 1 keV.

Image Quality The imaging quality can be evaluated with the half power diameter
(hereafter HPD). Here the HPD represents a diameter of a circle centered at the image
peak: a half of the incident X-ray photons is accumulated within this circle. Since the
ground-based calibration verified that the PSF is independent of photon energies (Misaki
et al. 2004, Shibata et al. 2001), all the incident X-ray photons are used to construct
the PSF and its azimuthal integration, i.e, Encircled Energy Function (EEF). The top
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of Figure 8.8 illustrates focal plane images obtained with the SS Cyg observation. SS
Cyg is one of the brightest within the pile-up limit (3.6, 5.9, 3.7, and 3.5 c s−1 for XIS 0
though XIS 3). As reported in Uchiyama et al. (2007), the attitude of Suzaku shows a
drift with a typical amplitude of 1′ synchronized with the orbital period which is so-called
“thermal wobbling”. This attitude drift distorts the image core and makes the sharpness
of the image core smoothed. In order to evaluate the intrinsic image quality of the XRTs,
time intervals when the peak positions of the SS Cyg images fall within 5.2 arcseconds
was selected, so that the attitude error of Suzaku can be negligible. The resultant HPDs
of four XRTs are distributed in the range of 1.′8 – 2.′3, as listed in Table 8.3, indicating
significant improvement of the angular resolution from the ASCA XRTs (∼ 3.′6).
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Figure 8.8: Image, Point-Spread Function (PSF), and EEF of the four XRT-I modules in
the focal plane. All the images are binned with 2 × 2 pixels followed by being smoothed
with a Gaussian with a sigma of 3 pixels, where the pixel size is 24 µm. The EEF is
normalized to unity at the edge of the CCD chip (a square of 17.′8 on a side). With this
normalization, the HPD of the XRT-I0 through I3 is 1.′8, 2.′3, 2.′0 and 2.′0, respectively.

Effective Area The absolute effective area was carried out with the Crab Nebula at
the XIS nominal position. The Crab spectrum is well known to be reproduced with a
single power-law model including photoelectric absorption. Toor & Seward (1974) com-
piled the results from a number of past rocket and balloon experiments, and derived the
photon index and the normalization of the power law to be 2.10±0.03 and 9.7 photons
cm−2 s−1 keV−1 at 1 keV, respectively. The photoelectric absorption was obtained to be
NH = 3 × 1021 cm−2. Therefore, they estimated the X-ray flux of the Crab Nebula to be
2.09 × 10−8 erg cm−2 s−1 in the 2–10 keV band. The XIS spectra of the Crab Nebula are
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shown in Figure 8.9. This figure also shows the best-fit models from the simultaneous
fitting in 1.0–1.5 and 2.0–10.0 keV band. Due to large uncertainties of the XIS quantum
efficiency around Si-K edge 1.839 keV, the 1.5–2.0 keV band has been eliminated from
the fitting. The best-fit parameters obtained in the fitting are summarized in Table 8.3.
The best-fit parameters substantially agree with the Toor and Seward’s values.

Figure 8.9: Model fitting to the Crab spectra of all the four XIS0, 1, 2, and 3 observed at
the XIS nominal position. We adopted power law model to represent the Crab spectra.
All parameters are set free. The fit is carried out in the 1.0–10.0 keV band but excluding
in the 1.5–2.0 keV. Same figure can be seen in Serlemitsos et al. (2007).

Table 8.3: Summary table of the In-Orbit calibration of the Suzaku XRTs

Optical Axis Image Quality Best-Fit Crab Parameters
XRT ID DETX DETY HPD NH

1 index3 norm.3 Flux4

arcmin arcmin arcmin 1022 cm−2

XIS nominal position
XRT-I0 1.′29 −0.′06 1.′79 0.35±0.01 2.13±0.02 10.48+0.27

−0.26 2.15
XRT-I1 0.′82 −0.′37 2.′28 0.30±0.01 2.07±0.02 9.52±0.23 2.14
XRT-I2 −0.′31 −0.′46 2.′03 0.33±0.01 2.09±0.02 10.09+0.26

−0.25 2.19
XRT-I3 −0.′17 0.′50 1.′96 0.34±0.02 2.07±0.02 9.46+0.25

−0.24 2.13
1 Hydrogen column density.
2 Photon index.
3 Power-law normalization at 1 keV in unit of photons cm−2 s−1 keV−1.
4 Energy flux in the 2–10 keV band in unit of 10−8 cm−2 s−1.
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8.3 X-ray Imaging Spectrometer (XIS)

8.3.1 Overview of the XIS

Figure 8.10: The four XIS detectors before installation onto Suzaku (Koyama 2007).

Suzaku has four X-ray Imaging Spectrometers (XISs), which are shown in Figure 8.10.
These employ X-ray sensitive silicon charge-coupled devices (CCDs), which are operated
in a photon-counting mode, similar to that used in the ASCA SIS, Chandra ACIS, and
XMM-Newton EPIC.

The four Suzaku XISs are named XIS0, XIS1, XIS2 and XIS3, each located in the focal
plane of an X-ray Telescope; those telescopes are known respectively as XRT-I0, XRT-I1,
XRT-I2, and XRT-I3. Each CCD camera has a single CCD chip with an array of 1024 ×
1024 picture elements (“pixels”), and covers an 17.8′×17.8′ region on the sky. Each pixel
is 24 µm square, and the size of the CCD is 25 mm × 25 mm. One of the XISs, XIS1,
uses a back-side illuminated (BI) CCDs, while the other three use front-side illuminated
(FI) CCDs.

A CCD has a gate structure on one surface to transfer the charge packets to the
readout gate. The surface of the chip with the gate structure is called the “front side”. A
front-side illuminated CCD (FI CCD) detects X-ray photons that pass through its gate
structures, i.e. from the front side. Because of the additional photo-electric absorption at
the gate structure, the low-energy quantum detection efficiency (QDE) of the FI CCD is
rather limited. Conversely, a back-side illuminated CCD (BI CCD) receives photons from
“back,” or the side without the gate structures. For this purpose, the undepleted layer of
the CCD is completely removed in the BI CCD, and a thin layer to enhance the electron
collection efficiency is added in the back surface. A BI CCD retains a high QDE even
in sub-keV energy band because of the absence of gate structure on the photon-detection
side. However, a BI CCD tends to have a slightly thinner depletion layer, and the QDE
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is therefore slightly lower in the high energy band. The decision to use only one BI CCD
and three FI CCDs was made because of both the slight additional risk involved in the
new technology BI CCDs and the need to balance the overall efficiency for both low and
high energy photons.

To minimize the thermal noise, the sensors are kept at ∼ −90◦C during observations
by thermo-electric cooloers (TECs), controlled by TEC Control Electronics (TCE). To
reduce contamination of the X-ray signal by optical and UV light, each XIS has an Optical
Blocking Filter (OBF) located in front of it. To facilitate the in-flight calibration of the
XISs, each CCD sensor has two 55Fe calibration sources. One is installed on the door to
illuminate the whole chip, while the other is located on the side wall of the housing and
is collimated in order to illuminate two corners of the CCD. The collimated source can
easily be seen in two corners of each CCD.In addition to the emission lines created by
these sources, we can utilize a new feature of the XIS CCDs, “charge injection capability,”
to assist with calibration. This allows an arbitrary amount of charge to be input to the
pixels at the top row of the imaging region (exposure area), i.e. the far side from the
frame-store region. The charge injection capability may be used to measure the CTI
(charge transfer inefficiency) of each column, or even to reduce the CTI. How the charge
injection capability will be used is still in progress as of this writing.

8.3.2 Pulse Height Determination, Residual Dark-current Dis-
tribution, and Hot Pixels

When a CCD pixel absorbs an X-ray photon, the X-ray is converted to an electric charge,
which in turn produces a voltage at the analog output of the CCD. This voltage (“pulse-
height”) is proportional to the energy of the incident X-ray. In order to determine the
true pulse-height corresponding to the input X-ray energy, it is necessary to subtract the
Dark Levels and correct possible optical Light Leaks.

Dark Levels are non-zero pixel pulse-heights caused by leakage currents in the CCD.
In addition, optical and UV light may enter the sensor due to imperfect shielding (“light
leak”), producing pulse heights that are not related to X-rays. Dark Levels and Light
Leaks are calculated separately in normal mode. Dark Levels are defined for each pixel;
those are expected to be constant for a given observation. The average Dark Level is
determined for each pixel, and if the dark level is higher than the hot-pixel threshold, this
pixel is labeled as a hot pixel.

Hot pixels are pixels which always output over threshold pulse-heights even without
input signals. Hot pixels are not usable for observation, and their output has to be
disregarded during scientific analysis. Hot pixels can be recognized on-board, and they
are excluded from the event detection processes. It is also possible to specify the hot
pixels manually. There are, however, some pixels which output over threshold pulse-
heights intermittently. Such pixels are called flickering pixels. It is difficult to identify
and remove the flickering pixels on board; they are inevitably output to the telemetry
and need to be removed during the ground processing. Flickering pixels sometimes cluster
around specific columns, which makes it relatively easy to identify.

The Light Leaks are calculated on board with the pulse height data after the subtrac-
tion of the Dark Levels. A truncated average is calculated for 64 × 64 pixels (this size
may be changed in the future) in every exposure and its running average produces the
Light Leak.
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8.3.3 Photon pile-up

The XIS is essentially a position-sensitive integrating instrument, with the nominal inter-
val between readouts of 8 s. If during the integration time one or more photons strike the
same CCD pixel, or one of its immediate neighbors, these cannot be correctly detected as
independent photons: this is the phenomenon of photon pile-up. Here, the modest angular
resolution of the Suzaku XRT is an advantage: the central 3× 3 pixel area receives 2% of
the total counts of a point source, and ∼10% of the counts fall within ∼0.15 arcmin of the
image center. We calculated the count rate at which 50% of the events within the central
3 × 3 pixels are piled-up (the pile-up fraction goes down as we move out of the image
center; this fraction is <5% for the 0.15 arcmin radius) — although we offer no formal
justification for this particular limit, this is compatible with our ASCA SIS experience
(i.e., at this level, the pile-up effects do not dominate the systematic uncertainties).

8.3.4 XIS background rate

All four XISs have low backgrounds, due to a combination of the Suzaku orbit and the
instrumental design. Below 1 keV, the high sensitivity and energy resolution of the XIS-
S1 combined with this low background means that Suzaku is the superior instrument for
observing soft sources with low surface brightness. At the same time, the large effective
area at Fe K (comparable to the XMM pn) combined with this low background make
Suzaku a powerful tool for investigating hot and/or high energy sources as well.

In the XIS, the background originates from the cosmic X-ray background (CXB) com-
bined with charged particles (the non-X-ray background, or NXB). Currently, flickering
pixels are a negligible component of the background. When observing the dark earth (i.e.
the NXB), the background rate between 1-12 keV in is 0.11 cts/s in the FI CCDs and
0.40 cts/s in the BI CCD; see Figure 8.11. Note that these are the fluxes after the grade
selection is applied with only grade 0, 2, 3, 4 and 6 selected. There are also fluorescence
features arising from the calibration source as well as material in the XIS and XRTs.
The Mn lines are due to the scattered X-rays from the calibration sources. As shown in
Table 8.4 the Mn lines are almost negligible except for XIS-S0. The O lines are mostly
contamination from the day earth. The other lines are fluorescent lines from the material
used for the sensor. Table 8.4 shows the current best estimates for the strength of these
emission features, along with their 90% upper and lower limits.

The background rate on the FI chips (including all the grades) is normally less than
400 counts/frame (50 cts/s) when no class discriminator is applied. On the BI chip, the
rate is normally less than 150 counts/frame (18.75 cts/s). The background rate on the
FI chips is expected to reduce significantly when the class discriminator is applied. But
little change is anticipated for the BI chip. Since 5× 5, 3× 3, and 2× 2 modes require on
average 40, 20, and 10 bytes per event, the minimum telemetry required for any source is
∼ 58 kbits/s for 5× 5 mode, ∼ 31 kbits/s for 3× 3, and ∼ 17 kbits/s for 2× 2 mode, if no
class discriminator is used.

8.3.5 Radiation Damage and On-board Calibration of the XIS

The performance of X-ray CCDs gradually degrades in the space environment due to the
radiation damage. This generally causes an increase in the dark current and a decrease
of the charge transfer efficiency (CTE). In the case of XIS, the increase of the dark
current is expected to be small due to the low (−90◦C) operating temperature of the
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Table 8.4: Major XIS Background Emission Lines

Line Energy XIS-S0 XIS-S1 XIS-S2 XIS-S3
keV 10−9 ct/s/pix 10−9 ct/s/pix 10−9 ct/s/pix 10−9 ct/s/pix

O K 0.5249 18.5 ± 0.5 69.3+2.7
−2.6 14.3+1.5

−1.3 14.1+1.1
−1.2

Al K 1.846 1.98 ± 0.23 3.01 ± 0.51 1.50+0.31
−0.28 1.57+0.25

−0.23

Si K 2.307 0.299+0.2080
−0.2074 2.21 ± 0.45 0.0644(< 0.282) 0.543+0.212

−0.213

Au M 2.1229 0.581 ± 0.234 1.13+0.280
−0.291 0.359+0.211

−0.212 6.69+2.91
−2.90

Mn Kα 5.898 8.35+0.36
−0.34 0.648 ± 0.289 0.299+0.209

−0.2086 0.394+0.181
−0.18

Mn Kβ 6.490 1.03+0.22
−0.216 0.294(< 0.649) 0.00(< 0.111) 0.428+0.225

−0.226

Ni Kα 7.470 7.20 ± 0.31 6.24 ± 0.53 3.78+0.26
−0.25 7.13+0.36

−0.37

Ni Kβ 8.265 0.583 ± 0.183 1.15+0.5
−0.489 0.622 ± 0.206 0.983+0.247

−0.249

Au Lα 9.671 3.52+0.27
−0.28 3.28+1.16

−0.99 1.88+0.31
−0.28 3.54+0.36

−0.35

Au Lβ 11.514 2.25+0.73
−0.59 2.91 ± 1.29 0.752+0.428

−0.304 2.67+0.61
−0.53

Note: Typical accumulation time are 110-160 ks

Figure 8.11: Left: The XIS background rate for each of the four XIS detectors, with
prominent fluorescent lines marked. These spectra are based on ∼ 110 − 160 ksec of
observations towards the dark Earth. These spectra does not included Cosmic X-ray
background (CXB). Right: The XIS background rate for each of the four XIS detectors,
showing only energies between 0.1-2.0 keV. Below 0.3 keV the background rate for the FI
chips cannot be determined due to their low effective area.

CCD. However, a decrease in CTE is unavoidable. Thus, continuous calibration of CCD
on orbit is essential to the good performance of the XIS. For this purpose, we use a radio
isotope source and charge injection as explained below:
(i) Each XIS carries 55Fe calibration sources near the two corners of the chip, which will
be used to monitor the instrument gain.
(ii) Each XIS CCD is equipped with charge injection capability, which may be useful to
measure and even suppress CTI.

Nonetheless, it is difficult to predict based on existing data how well we can calibrate
the long-term performance change of XIS on orbit.

8.3.6 On-ground event selection

Internal (non X-ray) background events can be effectively removed using the pattern on
CCD pixels (GRADE), the position (STATUS) and time of an event. The definition of
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Figure 8.12: Definition of GRADE of CCD events.

GRADE is shown in Figure 8.12. Most of X-ray events take GRADE = 0, 2, 3, 4, or
6. On the other hand, most of the events of other GRADEs are dominated by non X-
ray events, and should be excluded. STATUS parameter stores the information of pixel
quality of an event. Known hot pixels, bad CTE columns, flickering pixels, and pixels on
the segment boundaries can be removed by selecting the events with STATUS< 131072.
The parameters used in good time interval (GTI) selection are shown in Table 8.5. The
signal to noise ratio can be improved with an appropreate GTI criteria, indicated in
Table 8.5.

8.3.7 Contamination crrection

The OBF has been gradually contaminated in time by out-gassing from the satellite. The
contamination rate af- ter the XIS door-open is unexpectedly high, and the rate is dierent
from sensor to sensor. Moreover, the thickness of the contamination varies with position
on the OBF.

The contamination has caused a signicant reduction in low-energy response since
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Table 8.5: Parameters used in GTI selection of Suzaku

Parameter Definition Recommended value to use
SAA Whether the satellite was in the SAAa or not eq.0
T SAA Time after the last SAA duration (s) > 255
ELV Elevetion angle from the Earth limb (degree) > 5
DYE ELV Elevation angle from the day Earth limb (degree) > 20
COR Cut off rigidity of the cosmic ray (GeV/c/particle) > 8
a: South Atlantic anomaly

launch. We therefore need to include additional, time-varying low energy absorption
in the response function. This is given as a function of both the observation date after
the XIS door-open, and of detector coordinates (specifying the position on the OBF).
we assume that the contami- nant contains predominantly C and O with the number
ratio C/O 6. Figure 8.13 shows the time histories of the contamination accumulated on
the OBF. Empirically, the time dependence of the contamination thickness is assumed to
follow the exponential form as; Nc = a− b× exp−day/c ,where Nc is the carbon column
density in units of 1018 cm−2 (C/O = 6).

With the two reasonable assumptions that (1) the N:O line ratio is uniform over the
eld of view and (2) the contamination is azimuthally constant, we can derive the radial
prole of the dierence of contamination thickness from the center value. We show the radial
proles of the column den- sity of carbon in Figure 8.13 for one month and ve months after
the door-open. This radial prole is approximated by a function of 1/[1 + {r/a(t)}b(t)].
The time dependent parameters, a(t) and b(t) are determined and up-dated regularly.

Figure 8.13: Left: The time history of the contamination of all four XIS detectors, mea-
sured at the center of the OBF. The dotted and solid line denoted the models used by
CALDB file of 2006-5-24 and 2006-10-24 version, respectively. Right: The radial prole of
the contamination of the BI (XIS1).

8.4 Hard X-ray Detector

The Hard X-ray Detector (HXD) is a non-imaging, collimated hard X-ray scintillating
instrument sensitive in the ∼10 keV to ∼600 keV band. The HXD sensor (HXD-S) is
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a compound-eye detector instrument, consist of 16 main detectors (arranged as a 4 × 4
array) and the surrounding 20 crystal scintillators for active shielding. Each unit actually
consists of two types of detectors: a GSO/BGO phoswich counter, and 2mm-thick PIN
silicon diodes located inside the well, but in front of the GSO scintillator. The PIN diodes
are mainly sensitive below ∼60 keV, while the GSO/BGO phoswich counter (scintillator)
is sensitive above ∼40 keV. Since our analysis is concentrated on below 40 keV, description
of the GSO is skipped.

Figure 8.14: Schematic picture of the HXD instrument, which consists of two types of
detectors: the PIN diodes located in the front of the GSO sintillator, and the scintillator
itself.

8.4.1 PIN-Si Diodes

The silicon PIN diodes placed in front of each GSO crystal cover the lower energy region of
the HXD bandpass, from 10 keV to 70 keV. The temperature of PIN diodes are controlled
to be −15 ± 3◦C to suppress electrical noises caused by the leakage current, and almost
fully depleted by giving a bias voltage of ∼500 V. The field of view of the HXD changes
with incomming energy. In case of below 100 keV, the HXD has a field of view of 34′.

In-Orbit background PIN background can be reproduced through modeling the non
X-ray background (NXB) of PIN diodes. The NXB measured in orbit is plotted in the
left panel of Figure 8.15. The average background counting rate summed over the 64 PIN
diodes is ∼ 0.6 ct s−1, which is roughly equal to a 10 mCrab intensity. In addition, almost
no long-term growth has been observed in the PIN-NXB during the first year of Suzaku,
thanks to the small activation effect of silicon. Since the long-term variation of PIN-NXB
can be expected to be stable, the main uncertainties of the background come from tem-
poral and spectral short-term variations. As shown in the right panel of Figure 8.15, the
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PIN-NXB shows a significant short-term variability, with a peak-to-peak amplitude of fac-
tor 3, anti-correlating with the cut-off rigidity (COR) in the orbit. Since the COR affects
the flux of incoming primary cosmic-ray particles, most of the PIN-NXB is considered to
originate in the secondary emissions produced by the interactions between cosmic-ray par-
ticles and surrounding materials of the detector. When a screening criterion of COR>8, a
standard criteria for COR in the pipe-line processing, the amplitude decreases to a factor
∼1.5. During this temporal variation of the PIN-NXB, its spectral shape slightly changes;
larger deviations from the average are observed at the higher energy range. In the lower
energy range, a rapid decline after the SAA passage clearly appears, in addition to the
similar anti-correlation with the COR. Therefore in the background modeling, all these
temporal and spectral behaviors has to be properly handled.

Figure 8.15: Left: A comparison of average non X-ray background spectra of PIN, mea-
sured during the first six months of the mission. The Crab spectrum scaled down with
two orders of magnitude are shown together. Right: A light curve of the non X-ray back-
ground of PIN, folded with the elapsed time after the SAA passage (top), and a plot of
averaged cut-off rigidity at the corresponding position (bottom).





Chapter 9

Observations and Analysis

We describe two of the most famous IPs, V1223 Sagittarii and EX Hydrae and their
Suzaku observations which is applied the Acrad model to in the next chapter. Moreover,
we analyze the V1223 Sagittarii to measure the accretion column height and the WD mass.
These results are utilized in next chapter as the comparison of that of Acrad model.

9.1 Introduction of V1223 Sagittarii and EX Hydrae

V1223 Sagittarii and EX Hydrae are very well known and two of the flux-brightest IPs,
however, their X-ray nature are quite different each other.

V1223 Sagittarii

V1223 Sagittarii is a typical IP and locates at ` = 4◦57′28.′′2, b = −14◦21′18.′′0 which was
identified by HEAO 1 (Steiner et al., 1981). V1223 Sagittarii shows a pulsation at the spin
period of the WD of Pspin = 745.6 s (Osborne et al., 1985), and an intensity modulation
at an orbital period of Porb = 3.37 hr (Jablonski & Steiner, 1987). Additional intensity
modulation at the beat period between them (Pbeat = 794.4 s) is also detected (Steiner
et al., 1981). The distance and the orbital inclination are known to be D = 527 pc
and i = 24◦, respectively (Beuermann et al., 2004). The bolometric flux is F0.1−100 =
7.3 erg cm−2 s−1 (Suleimanov et al., 2005) which means that the bolometric luminosity is
L0.1−100 = 24.3 erg s−1. The mass of the WD evaluated from the previous works, on the
other hand, distributes in a wide range of 0.65–1.046 M� (see table 9.1).

EX Hydrae

EX Hydrae is the prototype of IPs and, however, somewhat eccentric. EX Hydrae rests
on ` = 303◦11′08′′.4, b = 33◦37′19′′.9 and the distance is estimated at D = 64.5 pc (Beuer-
mann et al., 2003). This binary system is revolved at Porb = 1.64 hr (Mumford, 1967) and
the WD in the system spins with Pspin = 4021 s (Hellier et al., 1987). The inclination is
accurately estimated at i = 77.8◦ because a eclipse caused by occultation of the secondary
is observed in visual to X-ray band. The bolometric luminosity is L0.1−100 = 0.17 erg s−1

calculated by the D and bolometric flux F0.1−100 = 3.4 erg cm−2 s−1 (Suleimanov et al.,
2005). Note that EX Hydrae is significantly dark IP and darker than V1223 Sagittarii by
two orders magnitudes, which means that the accretion rate of EX hydrae is also lower
than that of V1223 Sagittarii by about two orders magnitude. And the specific accretion
rate of EX Hydrae should be even lower than that of V1223 Sagittarii. The estimated
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WD mass is scattered in 0.42–0.79 M� (table 9.2) and the estimations were done by the
measurement of the gravity potential depth by X-ray or the dynamical motion of the
binary system by Doppler shift in optical and IR.

Note that the estimated WD masses are polarized, in other words, the estimation of
WD mass by the X-ray and optical/UV are quite difference as discuss in section 9.3.2. The
estimations of WD mass measured by X-ray converge on 0.4-0.5 MWD. On the other hand,
since the emission or absorption lines are observed from both the WD and secondary in EX
hydrae, and the inclination is also accurately estimated, the WD mass can be completely
determined by measurement of the binary motion. Before Beuermann & Reinsch (2008),
absorption or emission lines from the secondary have not been convincingly detected,
because of the strong veiling from the accretion disk and accretion curtain. And the
line-of-sight velocity of the secondary K2 = 350 km s−1 measured by Vande Putte et
al. (2003) with poor data is used in the binary motional WD mass estimation. Mhlahlo
et al. (2007) estimated the WD mass at 0.50 M� (see table 9.2) which corresponds to
the X-ray WD mass estimations MWD ∼ 0.4 − 0.5MWD. However Beuermann & Reinsch
(2008) drastically revise the light-of-sight velocity at 432.4 km s−1 with reliable data of
Very Large Telescope in South Africa and the WD mass at 0.79 M� which significantly
differs from the X-ray estimations.

Moreover, a tall accretion column is observed in EX Hydrae with a partial X-ray eclipse
which is shown in only EX Hydrae in IPs. as referred to in section 6.2. EX Hydrae is only
one IP which a partial eclipse is observed in X-ray. The observational result obviously
conflicts with the Cropper model which predicts that the accretion column in EX Hydrae
is about 1 % of the WD radius.

We observe the two IPs, V1223 Sagittarii and EX Hydrae with Suzaku satellite, and
analyze these data to confirm the validity of the accretion column models by measuring
the height or temperature distribution of accretion column.

Table 9.1: Collection of WD mass estimation in V1223 Sagittarii.
Telescope Energy band (keV) MWD (M�) Reference

Ginga 2-20 0.93 ± 0.12 Beuermann et al. (2004)
RXTE & INTEGRAL 3-100 0.71 ± 0.03 Revnivtsev et al. (2004)

RXTE 3-80 0.95 ± 0.05 Suleimanov (2005)
XMM-Newton 0.2-10 1.046+0.049

−0.012 Evans & Hellier (2007)
Swift 15-100 0.65 ± 0.04 Brunschweiger et al. (2009)

Suzaku 4-50 0.75 ± 0.05 Yuasa et al. (2010)
Suzaku 5-50 0.82+0.05

−0.06 This work

Table 9.2: Collection of WD mass estimation in EX Hydrae.
Telescope MWD (M�) Reference

VLT (optical&IR) 0.790±0.026 Beuermann et al. (2008)
Suzaku 0.42 ± 0.02 Yuasa et al. (2010)
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Table 9.3: Suzaku observation log of V1223 Sagittarii and EX Hydrae.
Object V1223 Sagittarii EX Hydrae

Sequence] 402002010 402001010
Observation date (UT) 2007 Apr 13–14th 2007 Jul 18–21th

Pointing HXD nominal HXD nominal
Mode Normal Normal

Exposure† (ksec) XIS 60 101
HXD 46 59

Intensity‡ (count s−1)§ XIS 10.54+0.03
−0.02 19.33±0.01

HXD 0.57±0.01 0.206±0.001
∗XIS: XIS0,1,3 are combined.
†Exposure time after data screening.
‡Intensity in the 0.1-11.5 keV for the XIS and in the 12-50 keV band for the HXD-PIN with 1σ error.
§ XIS0, 1, 3 are combined.

9.2 Suzaku Observations of V1223 Sagittarii and EX

Hydrae

9.2.1 Observations

The Suzaku observations of V1223 Sagittarii (Seq. #402002010) and EX Hydrae (Seq.
#402001010) were carried out from 2007 April 13th to 14th (UT) and July 8th to April
21th, respectively. The observation log is summarized in table 9.3. Suzaku is equipped
with four modules of the XIS as introduced in 8. One of the modules XIS2 has been un-
usable since 2006 November, and hence we use the other three XIS modules in this thesis.
Throughout the observation of V1223 Sagittarii, the XIS was operated in the normal 5×5
and 3×3 editing modes during the data rate SH/H and M/L, respectively. Spaced-row
Charge Injection (SCI) (Nakajima et al., 2008) is applied while no window/burst options
is used. The HXD PIN was operated with a bias voltage of 500 V for 8 out of 64 modules
and 400 V for the others to suppress the rapid increase of noise events, possibly caused by
in-orbit radiation damage. The observation was performed at the HXD nominal position
in order to collect more photons over 10 keV where the reflection continuum stands out.

9.2.2 Data Reduction

We used the datasets produced by the Suzaku pipe-line processing version 2.0.6.13 with
the calibration files of hxd20070710, xis20070731, and xrt20070622 for the HXD, XIS,
XRT, respectively. We analyzed the data with the analysis software package HEASOFT
version 6.3.1 and XSPEC version 12.5.1(Arnaud, 1996). For the XIS analysis, we employed
photons with the ASCA grades of 0, 2, 3, 4, 6 events. We discarded the data while the
satellite telemetry was saturated and the telemetry data rate was L in which the telemetry
usually saturates. Furthermore we excluded the data taken while the earth elevation angle
is less than 5◦ (ELV<5), the day-earth elevation angle is less than 20◦ (DYE ELV<20),
and the spacecraft passes in the South Atlantic Anomaly. As a result, the total exposure
time of the XIS is about 60 and 101 ks for V1223 Sagittarii and EX Hydrae, respectively.
We employed a circular region with a radius of 250 (4’.34) and 350 (6’.08) pixels centered
on the V1223 Sagittarii and EX Hydrae image as the integration region of the source
photons, respectively, which include more than 96% and 98% flux from the each source,
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respetively. The background photons are collected from an annulus between radii of 250
pixels and 500 pixels centered on the source and whole area of CCD excluded the source
and cal-source area for V1223 Sagittarii and EX Hydrae, respectively. The source and the
background regions are drawn on the observed X-ray image in Fig. 9.1. The background-
subtracted mean intensities of the XIS of V1223 Sagittarii and EX Hydrae are 10.54+0.03

−0.02

and 19.33±0.01counts sec−1, respectively, in 0.1-11.5 keV with the three XIS modules.

We employed nearly the same data selection criteria to the HXD as to the XIS. We,
however, did not apply the day-earth elevation criterion (DYE ELV<20), but instead, we
discarded the data while the cutoff rigidity is less than 6 GeVc−1. As a result, we obtained
about 46 and 59 ksec exposure time of V1223 Sagittarii and EX Hydrae, respectively, for
the HXD PIN.

We adopted the “tuned” non-X-ray background (NXB) event file provided by the HXD
team, using METHOD = ”LCFITDT (bgd d)” and version of METHODV = “2.0ver0804”
(Fukazawa et al., 2009), and synchronized GTIs (good time intervals) of this with that
of the source event file. Eventually, averaged intensities of V1223 Sagittarii and EX
Hydrae in energy band of 12-50 keV after the NXB subtraction are 0.57 ± 0.01 c s−1 and
0.206±0.01, respectively. In addition to this, for spectrum analysis, we considered cosmic
X-ray background (CXB). Following results based on HEAO-1 observation (Boldt, 1987),
we assumed the CXB spectrum of

fCXB(E) = 9.0−9 ×
(

E

3keV

)−0.29

× exp

(
− E

40keV

)
erg cm−2s−1str−1keV−1. (9.1)

According to this equation, the intensity of the CXB is found to be equal to ∼5 % of the
NXB in the 12–50 keV band. We created a CXB spectrum file from Eq. (9.1) by the fakeit
command in XSPEC using HXD PIN flat sky response file ae hxd pinflat3 20081029.rsp,
assuming that the uniform emission is from a sky region of 2◦ × 2◦ 1.

Fig. 9.2 shows the XIS light curves in the bands 0.1–1 keV, 1–2 keV, 2–4 keV, 4–7
keV, and 7–11.5 keV, where all the available modules (XIS0, 1, and 3) are combined, and
that of the HXD-PIN in the 12–50 keV band. Those of the XIS are after background
subtraction with the image region shown in Fig. 9.1, whereas only the NXB is subtracted
in the HXD PIN light curve. Significant signals were detected in all the energy bands
of the both objects. There is an intensity variation associated with the WD rotation (=
746 s for V1223 Sagittarii and 4012 s for EX Hydrae) as well as a long term one with
a time scale of ∼104 s. Fig. 9.3 shows the averaged spectra of V1223 Sagittarii and EX
Hydrae after background subtraction according to data reduction as demonstrated above
The spectra from the two FI-CCD modules (XIS0 and XIS3) are co-added. The source
is detected up to 50 keV by the grace of the high sensitivity of the HXD-PIN. For V1223
Sagittarii, in addition to many emission lines from highly ionized metals in the post-shock
plasma, a fluorescent iron Kα line at 6.4 keV is also prominent, which indicates existence
of reflecting cold matter, such as the WD surface and the pre-shock accretion matter. On
the other hand, the fluorescence iron Kα line is weak for EX Hydrae and, furthermore, the
hard X-ray continuum above 10 keV where the Compton scattered X-ray notably emerges
is also weaker than that of V1223 Sagittarii.

1http://heasarc.gsfc.nasa.gov/docs/suzaku/analysis/pin cxb.html



9.3. ANALYSIS OF V1223 SAGITTARII 115

Figure 9.1: Images ofV1223 Sagittarii (left) and EX Hydrae (right) with the Suzaku with
XIS0 in the galactic coordinate, and the integration regions of source and background
photons. The gray scale represents the X-ray surface brightness in a logarythmic scale.
The bright regions at the upper and lower left corners are irradiated with the onboard
55Mn sources. For V1223 Sagittarii, the source region is a circle with a radius of 4’34
centered on the source, while the background region is an annulus with an outer radius
of 9’ out of the source integration region. For EX Hydrae, the source region is a circle
with a radius of 6’08 centered on the source and the background region is a whole area
removed the source area and 55Mn sources.

9.3 Analysis of V1223 Sagittarii

9.3.1 Spectral Analysis

In order to constrain physical quantities, especially solid angle of the reflector viewing
from the plasma, we have constructed the following model with spectral models referred
to in chapter 5, and fit it to the averaged spectra. We adopted the optically thin thermal
plasma emission model cevmkl in XSPEC derived from the mekal model to represent
the temperature distribution in the post-shock plasma. The cevmkl model introduces
the power-law type differential emission measure as equation (5.3). Abundances of the
major metals can be set separately in the model. On the assumption that the post-shock
accretion column is isobaric (Frank et al., 1992), α becomes equal to 0.5 (Ishida et al.,
1994). On the other hand, the Cropper model, which takes the pressure gradient and the
gravity effect fully into account, predicts α = 0.43 following equation (5.7) and table 5.1
(Suleimanov et al., 2005; Falanga et al., 2005).

Since we detected the fluorescent iron Kα line at 6.4 keV, we need to take into account
a reflected continuum of the plasma emission. To represent the reflection continuum,
we adopted the model reflect (Magdziarz & Zdziarski, 1995) in XSPEC which is a
convolution-type model describing the reflectivity of a neutral material. The reflect

model considers a situation in which a point-like emission source illuminates a thick slab
with a solid angle of Ω, and an observer views the slab with an inclination angle of i. We
can set the iron abundance and that of the other elements separately. In the spectral fit,
we fixed i to the orbital inclination angle 24◦ (Beuermann et al., 2004) as an average over
the WD spin phases. Since the reflect model does not include a fluorescent iron line
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Figure 9.2: Energy-resolved light curves of V1223 Sagittatii (left) and EX Hydrae (right)
subtracted the background with the image region (Fig.9.1) in the bands 0.1-1 keV, 1-
2 keV, 2-4 keV, 4-7 keV, and 7-11.5 keV with the XIS0, 1 and 3 being combined, and
only NXB subtracted 12-50 keV from the HXD-PIN. The vertical axis of each panel is
scaled so that the maximum value is three times as large as the average counting rate.
The origins of the time are MJD 54203.50068 and 54299.90564 for v1223 Sagittarii and
EX Hydrae, respectively.
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Figure 9.3: The averaged spectra of V1223 Sagittarii (left) and EX Hydrae (right). The
spectrum of the BI-CCD (XIS1), the FI-CCDs (XIS0 + XIS3) and the HXD-PIN are
shown in red, black, and green, respectively.

due to its convolution-type nature, we added a Gaussian emission line at 6.4 keV.

In IPs, the spectra undergo strong photoelectric absorption (Norton & Watson, 1989;
Ezuka & Ishida, 1999) which can not be characterized by a single column density. The
modeling of the absorption affects the characterization of the intrinsic spectral shape. It
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is, however, shown that we can avoid this difficulty by using only a moderately high energy
band (Ezuka & Ishida, 1999) where the multi-column densitise can be approximated by
a single column density. In the analysis hereafter, we use the energy band >5 keV for
the XIS. We adopted the phabs model in XSPEC in representing the single photoelectric
absorption column density.

In the model, we refer to Anders & Grevesse (1989) as the solar abundances of the
metals. The abundances of iron and nickel of the cevmkl model and that of iron of the
reflect model are constrained to be the same. In addition, the abundance except for
iron of the reflect model is synchronized to that of oxygen of the cevmkl model, because
the surface of the WD is probably covered with the accreted matter and oxygen modifies
the reflected continuum, next to iron. Since the other elements do not affect the reflected
continuum so severely, their abundances are set equal the solar abundances.

The best-fit model overlaid on the spectra is shown in Fig. 9.4, and its parameters
are summarized in table 9.4. All the errors are at 90% confidence level. The reduced
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Figure 9.4: The best-fit phabs×(reflect×cevmkl+Gaussian) model overlaid on the averaged
spectra of V1223 Sagittarii. Black, red and green colors are the same as in Fig. 9.3.
Crosses, solid lines, dashed lines, dotted lines, and dotted-dashed lines represent the
data points, the total model, the intrinsic thermal emission model (cevmkl), its reflection
(reflect) model, and the fluorescent iron Kα line (Gaussian). The lower panel shows the
fit residual in a unit of σ.

χ2 of 1.12 with 313 degree of freedom indicates that the fit is marginally acceptable.
The maximum temperature and the power-law index of emission measure of the plasma
is obtained to be Tmax = 33.5+7.1

−6.1 keV and α = 0.58+0.19
−0.17, respectively. Our Tmax is

consistent with that of Beardmore et al. (2000), 43+13
−12 keV using the Ginga data in which

they adopted the same model scheme to ours (see below for more detail). The best-fit α
is consistent both with the value 0.5 predicted by the isobaric post-shock plasma model
(Ishida et al., 1994) and with 0.43 based on the Cropper model (Falanga et al., 2005).
The measured solid angle, Ω/2π = 0.95+0.40

−0.27 can be interpreted as unity, which suggests
that the reflector is the WD surface and the shock height is negligibly small compared
with the WD radius. The oxygen and iron abundances are measured at ZO = 1.07+0.71

−0.39

and ZFe = 0.29 ± 0.03, respectively.
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Table 9.4: Best-fit parameters of a simultaneous fit to Suzaku averaged spectrum. The
adopted model is phabs×reflect×(cevmkl+ Gaussian).∗

Parameter Value
NH (×1022 cm−2) 8.9+1.8

−1.7 9.1+1.7
−1.6

T †
max (keV) 33.5+7.1

−6.1 37.9+5.1
−4.6

α‡ 0.58+0.19
−0.17 0.43 (fixed)

Ω/(2π)§ 0.95+0.40
−0.27 0.91 ± 0.26

i‖ (deg) 24 (fixed) 24 (fixed)

Z]
O 1.07+0.71

−0.39 0.86+0.40
−0.26

Z]
Fe 0.29 ± 0.03 0.28+0.03

−0.02

FeI-Kα line Energy (keV) 6.391+0.006
−0.005 6.391+0.006

−0.004

FeI-Kα line sigma (eV) 35 +13
−16 33+10

−16

FeI-Kα line EW (eV) 99+16
−11 97+13

−12

χ2 (d.o.f.) 350.78 (313) 351.90 (314)

All the uncertainties are at the 90% confidence level.
†Maximum temperature of the optically thin thermal plasma.
‡Power of DEM as d(EM) ∝ (T/Tmax)α−1dT .
§Solid angle of the reflector viewed from the plasma.
‖Angle between the reflection surface normal and the observer’s line of sight.
]Based on the solar abundances defined in Anders & Grevesse (1989).

Since our α-free fit results in α = 0.58+0.19
−0.17 which is consistent with the theoretical

value, we fitted to the averaged spectra with the model fixing α = 0.43. In this case, the
reduced χ-squared value is χ2

ν = 1.12 with 314 degree of freedom, similar to that of the
α-free fit. Tmax calculated at larger value than that of the α-free fit by 4.5 keV, 37.9+5.1

−4.6

keV. Ω/(2π) and ZO are calculated at slightly smaller values, 0.91 ± 0.26 and 0.86+0.40
−0.26,

respectively, the other parameters almost common with the α-free fit. All parameters are
consistent with the α-free case within their errors.

9.3.2 Estimation of mass of WD and comparison with the other
observations

As explained in section 2.3.8, the temperature at the shock front Tmax is represented
with Eq. (2.42) for low a accretion column which is hypothesis of the Aizu model and
expected by the Cropper model. The plasma encountered the shock cools via optically
thin thermal plasma emission and finally settles onto the WD. Note that the cyclotron
radiation important in polars, which harbor a WD with a magnetic field of as strong as
B ' 107−9 G (Woelk & Beuermann, 1996), can be ignored in V1223 Sagittarii. With
the observed Tmax calculated with fully theoretical α = 0.43 in Eq. (??), we obtained the
WD mass and the radius to be MWD = 0.82+0.05

−0.06 M� and RWD = (6.9 ± 0.4) × 108 cm,
respectively.

A number of publications have been made so far on the mass determination of the
WD in V1223 Sagittarii. The results of them are summarized in table 9.1. As evident
from this table, they show a large scatter, amounting to ∼0.4 M�. Of them, Suleimanov
et al. (2005), Evans & Hellier (2007), Brunschweiger et al. (2009) used data of RXTE,
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XMM-Newton, and Swift, respectively, and evaluated the mass by taking into account
the multi-temperature nature of the post-shock plasma. They, however, do not include
the reflection component in their spectral evaluation. Its intensity relative to the direct
component, however, increases with increasing X-ray energy due to predominance of the
Compton scattering (= Thomson scattering) over the photoelectric absorption. In still
higher energies, on the contrary, the reflection component becomes relatively weaker be-
cause of reduction of the Compton cross section with increasing X-ray energy. The bound-
ary between these two phenomena appears at ∼25 keV, as demonstrated in Fig. 9.4.Since
the energy band of RXTE and XMM-Newton is effectively limited below ∼30 keV, the
omission of the reflection component leads Suleimanov et al. (2005) and Evans & Hellier
(2007) to a Tmax evaluation larger than reality. In fact, we fitted our spectra without the
reflection component in the 5–30 keV band, and found kTmax > 100 keV. Brunschweiger
et al. (2009), on the other hand, evaluated kTmax with the Swift data in the 15–100 keV
energy band where the reflection component softens spectra. Accordingly, their kTmax is
lower than as it is, resulting in a smaller estimation of the WD mass. Since the statistics
of our HXD-PIN spectrum is only moderate, we have simulated the HXD-PIN spectrum
with the fakeit command in XSPEC using the best-fit parameters (table 9.4), and evalu-
ated it with the model but without the reflection component in the band 15–60 keV. The
maximum temperature results in as low as 16 keV.

Revnivtsev et al. (2004) took account of the reflection component, as well as the
multi-temperature nature of the post-shock plasma. Their estimation of the reflector’s
solid angle, Ω/2π = 0.35±0.15, was smaller than ours by a factor of a few. Beuermann et
al. (2004) used the plasma temperature of kTmax = 43+13

−12 keV estimated by Beardmore et
al. (2000) from Ginga. Beardmore et al. (2000) took the multi-temperature nature of the
plasma into consideration and the reflection which assumed that the reflector occupy the
solid angle of Ω/2π = 1, which coincides with our result. Accordingly, their mass range
overlaps with ours within statistical error.

Yuasa et al. (2010) adopted a partial covering absorption model, characterized with
a covering fraction of CPC = 0.5+0.04

−0.02 and a very large hydrogen column density of nH =
219+29.7

−25.7 × 1022cm−2, instead of the reflection component. Cropper et al. (1998) revealed
that a partial covering model can mimic the reflection model reasonably well, and the
WD mass only slightly change from an estimation based on the reflection model. In fact,
their estimation of WD mass of 0.75 ± 0.05 M� matches with ours.

It is therefore important to remember that the contribution of the reflection component
must be taking into account correctly for evaluating the mass of the WD. Usage of the
HXD-PIN onboard Suzaku is one of the best ways to do so in that it has the highest
sensitivity at the turnover energy ∼25 keV among all the instruments so far in orbit.

9.3.3 Height and fractional area of the post-shock accretion col-
umn

The intensity of the reflection continuum from the WD surface is good indicator of the
height of the post-shock plasma since it depend upon the solid angle of the plasma viewed
from the WD.

The solid angle of the WD surface is measured to be Ω/2π = 0.91 ± 0.26 through the
spectral fitting to the averaged spectra. The result is consistent with Ω = 2π, implying
that the height of the post-shock plasma is negligibly small compared with the WD radius.
The upper limit of the height h is obtained from the lower limit of Ω, which results in
h < 0.07 RWD, assuming that the post shock plasma is point-like.
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In a one-dimensional accretion flow model dominated by bremsstrahlung cooling Aizu
(1973), which can be applied to V1223 Sagittarii, the height of the plasma can be analyt-
ically solved as

hc = 0.605vstc, (9.2)

where vs is the velocity of the post-shock plasma at the shock front, which is

vs =
1

4

√
2GMWD

RWD

= 1.40 × 108 [cm s−1] (9.3)

in the case of a strong shock, where we adopt MWD = 0.82 M� and RWD = 6.9× 108 cm,
obtained in this work (§ 9.3.2). tc is the cooling time scale at the shock front

tc = 3kTmax/(2µmHεff )

= 4.20 × 10−13T 1/2ρ−1
s [s], (9.4)

in the c.g.s. unit, where εff is the bremsstrahlung emissivity with the Gaunt factor of 1.10
from Born approximation, and ρs is the density of the post-shock plasma at the shock
front, which can be described as

ρs =
Ṁ

4πfR2
WDvs

, (9.5)

Of the quantities in Eq. (9.5), Ṁ can be evaluated from the observed bolometric flux
F0.1−100 = 4.0 × 10−10 erg cm−2 s−1 together with D = 527 pc (Beuermann et al., 2004),
which is

Ṁ =
L0.1−100RWD

GMWD

=
4πD2F0.1−100RWD

GMWD

= 8.4 × 1016 [g s−1] (9.6)

Inserting Eqs. (9.3)–(9.6) into Eq. (9.2), we obtained hc = 7.4f × 109 cm. From the
constraint hc = hΩ < 0.07 RWD, we obtain f < 0.007.

Hellier (1997) gave upper limit of f < 0.002 in the eclipsing IP XY Arietis which is
similar to our result. According to Revnivtsev et al. (2004), f ' 0.01 based on their
estimation of hc = 1.1 × 1010f cm from bolometric luminosity and Ω/2π < 0.5. This
result, however, indicates that the height of the accretion column is more than 15% of the
WD surface, which seems unrealistically large for a high accretion rate system like V1223
Sagittarii.



Chapter 10

New Model Application

10.1 Spectral fitting with Acrad model

In this chapter, we apply the Acrad model constructed in chapter 7 to the Suzaku observa-
tions of V1223 Sagittarii and EX Hydrae introduced in chapter 8. As for the fluorescence
iron Kα emission and photoelectric absorption, we adopt same models as chapter 9, the
Gaussian and phabs with single photoelectric absorption column density in XSPEC. At
the same time, we exclude the energy band < 5 keV for the XIS. On the other hand, we
adopt a different method using pcfabs in XSPEC from chapter 9 for the reproduction
of the reflection continuum. This method is that the reflected spectrum (see figure 10.1)
is mimicked by a strong partial photoelectric absorption with up to 100×1022 cm−2 of
hydrogen column density. The method hardly effects the WD mass estimation and, in
fact, the WD mass 0.75±0.05 M� estimated with this method in Yuasa et al. (2010),
is consistent with our estimation in chapter 9 which correctly measured with reflection
model. The partial covering absorption method saves the calculation time for the spectral
fitting while the reflection model exhausts much calculation time. Log of a of the Acrad

model parameter is fixed at values of -3.5 to 1.5 per 0.5 when the observed spectra were
fitted with the model, because MWD and a of the parameters of the Acrad model are
strongly coupled.

The best-fit parameters calculated with the various fixed a are described in table 10.1
and 10.2 for V1223 Sagiitarii and EX Hydrae, respectively. Figure 10.2 demonstrates
reduced-χ2, χ2

µ after fitting against the fixed a for the both samples, which shows that
the fittings are not acceptable with all a for especially EX Hydrae, however, the incom-
patibility should be caused by systematic errors of response functions of the instruments
enhanced by the good statistical qualities of the data. χ2 of the fitting of V1223 Sagittarii
is significantly increases with log a < 0 as shown in figure 10.2, and, in contrast, the fit-
ting of EX Hydrae becomes worse with log a > −2.5. The best-fit models among the the
fittings with various a, that is, with log a = 1.5 for V1223 Sagittarii and log a = −2.5 for
EX Hydae overlaid on the each observed spectra are shown in figure 10.3. For comparison,
fit results with not best a are also shown in figure 10.4, where the models wholly do not
reproduce the data.

The models globally reproduce the observed spectra, however, residual is left partic-
ularly around He-like iron Kα line at 6.67 keV, which the systematic errors should lead
as referred above. We can statistically limit the a with the value of ∆χ2 = 2.706 which
is consistent with 90% statistical error, to a > 0.5 for V1223 Sagittarii and a < 0.007 for
EX Hydrae, with linearly connecting the each χ2 of some fixed a. Figure 10.5 shows WD
masses estimated by the fitting with various fixed a and the estimated WD mass very
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Figure 10.1: Left : Contribution of reflection continuum (dotted line) calculated by the
model fitting involving reflect model (see section 9.3.1). Right : Mimicked reflection
component by pcfabs (dotted line).

importantly changes by 0.3-0.4 M�. Figure 10.6, 10.7, 10.8 and 10.9 show abundance Z,
hydrogen column density for photoelectric absorption NH , covering fraction of the par-
tial covering absorption for mimic of the reflection CPC and hydrogen column density of
the partial covering absorption NH PC. These parameters also change as the spectra of
the accretion column transform with a and can be statistically limited. We discuss the
limitations of the parameters below.

10.2 Discussion

We can calculate fluxes as demonstrated in figure 10.10. Since, as referred in chap ??,
the Acrad model may be used in 5-50 keV, we needed to calculate spectra in bolometric
energy range such as 0.001–100 keV for best-fit parameters to get bolometric luminosity
used in the calculation of the mass accretion rate. The fluxes in model fitted energy band
5-50 keV are, of course, almost constant against fixed a. The luminosity is estimated as

L = 4πD2F, (10.1)

where F means flux. The distance of V1223 Sagittarii and EX Hydrae were measured at
D = 527 pc and D = 64.5 pc, respectively, and the bolometric luminosities L0.001−100 are
estimated as figure 10.11. The luminosity can be written as energy release per unit time

L0.001−100 =
GṀMWD

RWD

, (10.2)

where Ṁ is mass accretion rate. Since the WD radiuses is determined by WD mass
obtained by fitting and equation (2.8) the mass accretion rate can be calculated as shown
in figure 10.12. The mass accretion rate is lower with lower a although the bolometric
luminosity is almost constant because the WD mass is generally more massive with lower
a. The mass accretion rate is also written with mass accretion fraction f as

Ṁ = 4πR2
WDaf, (10.3)



10.2. DISCUSSION 123

T
ab

le
10

.1
:

B
es

t
fi
t

p
ar

am
et

er
s

of
V

12
23

S
ag

it
ta

ri
i.

lo
g

a
M

W
D

Z
N

H
N

H
P

C
C

P
C

χ
2 µ
(d

.o
.f
.)

F
0
.5
−

5
0

F
0
.0

0
1
−

1
0
0

(l
og

(g
cm

−
2

s−
1
))

(M
�
)

(Z
�
)

(1
02

2
cm

−
2
)

(1
02

2
cm

−
2
)

(e
rg

cm
−

2
s−

1
)

(e
rg

cm
−

2
s−

1
)

1.
5

(fi
x
ed

)
0.

83
+

0
.0

2
−

0
.0

4
0.

24
+

0
.0

1
−

0
.0

2
9.

0+
2
.8

−
5
.6

12
0+

4
5

−
3
5

0.
39

+
0
.1

0
−

0
.0

6
1.

26
5(

31
5)

18
.0

+
2
.1

−
0
.5

33
.6

+
3
.9

−
0
.9

1
(fi

x
ed

)
0.

83
±

0.
03

0.
24

+
0
.0

2
−

0
.0

3
8.

9+
2
.9

−
5
.2

12
0+

4
4

−
3
6

0.
39

+
0
.1

0
−

0
.0

6
1.

26
7(

31
5)

17
.6

+
1
.0

−
0
.9

33
.2

+
2
.0

−
1
.6

0.
5

(fi
x
ed

)
0.

83
+

0
.0

4
−

0
.0

3
0.

24
+

0
.0

2
−

0
.0

3
9.

0+
2
.8

−
5
.1

12
1+

4
4

−
3
6

0.
39

+
0
.1

0
−

0
.0

6
1.

26
8(

31
5)

17
.9

+
1
.0

−
0
.8

33
.2

+
1
.9

−
1
.5

0
(fi

x
ed

)
0.

85
±

0.
03

0.
24

+
0
.0

2
−

0
.0

3
9.

1+
2
.7

−
4
.9

12
3+

4
3

−
3
5

0.
39

+
0
.1

0
−

0
.0

5
1.

26
9(

31
5)

17
.9

+
0
.9

−
0
.6

33
.3

+
1
.6

−
1
.2

-0
.5

(fi
x
ed

)
0.

89
+

0
.0

3
−

0
.0

4
0.

23
±

0.
02

9.
5+

2
.6

−
4
.2

13
1+

4
3

−
3
5

0.
40

+
0
.0

8
−

0
.0

5
1.

27
5(

31
5)

18
.0
±

0.
6

33
.6

+
1
.1

−
1
.0

-1
(fi

x
ed

)
0.

96
±

0.
03

0.
22

±
0.

02
10

.7
+

2
.1

−
3
.0

15
5+

4
1

−
3
5

0.
43

+
0
.0

5
−

0
.0

4
1.

29
9(

31
5)

17
.9

+
0
.7

−
0
.6

33
.6

+
1
.3

−
1
.1

-1
.5

(fi
x
ed

)
1.

02
+

0
.0

3
−

0
.0

2
0.

21
±

0.
02

12
.1

+
1
.8

−
2
.2

18
9+

4
2

−
3
6

0.
46

+
0
.0

4
−

0
.0

3
1.

34
9(

31
5)

17
.7
±

0.
7

33
.9

+
1
.4

−
1
.2

-2
(fi

x
ed

)
1.

06
±

0.
02

0.
20

±
0.

02
13

.1
+

1
.5

−
1
.9

21
9+

4
4

−
3
9

0.
49

±
0.

03
1.

40
8(

31
5)

17
.5

+
0
.8

−
0
.7

34
.1

+
1
.6

−
1
.5

-2
.5

(fi
x
ed

)
1.

08
±

0.
02

0.
20

±
0.

02
13

.7
+

1
.5

−
1
.7

24
0+

4
6

−
4
0

0.
52

+
0
.0

2
−

0
.0

3
1.

45
5(

31
5)

17
.9

+
1
.0

−
0
.8

34
.0

+
1
.9

−
1
.6

-3
(fi

x
ed

)
1.

09
±

0.
02

0.
19

+
0
.0

2
−

0
.0

1
14

.1
+

1
.4

−
1
.5

25
6+

4
7

−
4
1

0.
53

±
0.

03
1.

49
3(

31
5)

17
.6

+
1
.0

−
0
.8

34
.1

+
1
.9

−
1
.7

-3
.5

(fi
x
ed

)
1.

09
+

0
.0

3
−

0
.0

1
0.

19
+

0
.0

3
−

0
.0

1
14

.3
+

1
.5

−
1
.3

26
7+

4
8

−
4
2

0.
54

+
0
.0

3
−

0
.0

4
1.

52
1(

31
5)

17
.3
±

1.
2

34
.3
±

2.
4



124 CHAPTER 10. NEW MODEL APPLICATION

T
ab

le
10

.2
:

B
es

t
fi
t

p
ar

am
et

er
s

of
E

X
H

y
d
ra

e.

lo
g

a
M

W
D

Z
N

H
N

H
P

C
C

P
C

χ
2 µ
(d

.o
.f
.)

F
0
.5
−

5
0

F
0
.0

0
1
−

1
0
0

(l
og

(g
cm

−
2

s−
1
))

(M
�
)

(Z
�
)

(1
02

2
cm

−
2
)

(1
02

2
cm

−
2
)

(e
rg

cm
−

2
s−

1
)

(e
rg

cm
−

2
s−

1
)

1.
5

(fi
x
ed

)
0.

46
+

0
.0

1
−

0
.0

2
0.

58
±

0.
03

4.
7+

1
.2

−
1
.7

24
2+

1
8
3

−
1
1
2

0.
25

+
0
.0

8
−

0
.0

3
1.

44
7(

24
8)

7.
7+

1
.4

−
1
.2

23
.0

+
4
.0

−
3
.6

1
(fi

x
ed

)
0.

46
+

0
.0

1
−

0
.0

2
0.

58
±

0.
03

4.
6+

1
.3

−
1
.6

24
3+

1
8
2

−
1
1
1

0.
25

+
0
.0

7
−

0
.0

6
1.

48
0(

24
8)

7.
7+

1
.4

−
1
.2

22
.7

+
4
.0

−
3
.5

0.
5

(fi
x
ed

)
0.

46
±

0.
01

0.
58

±
0.

03
4.

6+
1
.3

−
1
.6

24
1+

1
8
1

−
1
1
0

0.
25

±
0.

07
1.

49
8(

24
8)

7.
9
±

1.
3

21
.6

+
3
.7

−
3
.4

0
(fi

x
ed

)
0.

46
±

0.
01

0.
58

±
0.

03
4.

6+
1
.3

−
1
.7

24
0+

1
8
2

−
1
1
0

0.
25

±
0.

07
1.

50
5(

24
8)

7.
9+

1
.4

−
1
.2

22
.0

+
3
.8

−
3
.4

-0
.5

(fi
x
ed

)
0.

46
+

0
.0

2
−

0
.0

1
0.

58
+

0
.0

3
−

0
.0

2
4.

6+
1
.2

−
1
.7

23
7+

1
8
3

−
1
1
0

0.
25

+
0
.0

7
−

0
.0

4
1.

50
6(

24
8)

7.
9+

1
.4

−
1
.2

22
.2

+
3
.8

−
3
.5

-1
(fi

x
ed

)
0.

49
+

0
.0

1
−

0
.0

2
0.

59
+

0
.0

2
−

0
.0

3
4.

6+
1
.2

−
1
.9

23
1+

1
8
6

−
1
1
2

0.
24

±
0.

07
1.

50
4(

24
8)

7.
9+

1
.4

−
1
.2

21
.5

+
3
.8

−
3
.3

-1
.5

(fi
x
ed

)
0.

56
±

0.
02

0.
60

±
0.

03
4.

2+
1
.3

−
1
.9

22
6+

1
9
7

−
1
1
9

0.
21

+
0
.0

7
−

0
.0

6
1.

48
6(

24
8)

7.
9+

1
.4

−
1
.2

21
.1

+
3
.6

−
3
.2

-2
(fi

x
ed

)
0.

71
±

0.
02

0.
59

±
0.

03
3.

8+
1
.2

−
1
.9

22
4+

1
7
3

−
1
0
6

0.
24

+
0
.0

7
−

0
.0

6
1.

44
4(

24
8)

7.
8+

1
.3

−
1
.2

20
.1

+
3
.4

−
3
.1

-2
.5

(fi
x
ed

)
0.

79
+

0
.0

2
−

0
.0

1
0.

57
+

0
.0

3
−

0
.0

2
3.

8+
1
.2

−
1
.6

24
8+

1
4
6

−
9
5

0.
32

±
0.

06
1.

42
7(

24
8)

7.
6+

1
.3

−
1
.2

19
.6

+
3
.3

−
3
.1

-3
(fi

x
ed

)
0.

83
+

0
.0

2
−

0
.0

1
0.

56
+

0
.0

2
−

0
.0

3
3.

8+
1
.3

−
1
.4

26
8+

1
3
6

−
9
1

0.
37

+
0
.0

6
−

0
.0

3
1.

42
5(

24
8)

7.
5+

1
.3

−
1
.2

19
.3

+
3
.5

−
3
.0

-3
.5

(fi
x
ed

)
0.

85
±

0.
01

0.
55

+
0
.0

2
−

0
.0

3
3.

9+
1
.2

−
1
.3

28
3+

1
3
0

−
8
9

0.
41

±
0.

06
1.

42
7(

24
8)

7.
4+

1
.3

−
1
.2

19
.2

+
3
.5

−
3
.0



10.2. DISCUSSION 125

10−3 0.01 0.1 1 10

1.
3

1.
4

1.
5

1.
6

R
ed

uc
ed

−χ2

Specific accretion rate (g cm−2 s−1)

EX Hydrae
V1223 Sagittarii

Figure 10.2: Reduced-χ2 of the spectral model fittings using phabs × pcfabs ×
(Acrad+Gaussian) model of V1223 Sagittarii (black) and EX Hydrae (red) with vari-
ous fixed a.

which must be smaller than 1. Figure 10.13 shows f and limit a to above a > 0.0003 for
EX Hydrae. On the other hand, the accretion column heights can be calculate with best-
fit parameters and are demonstrated in figure 10.14. The accretion column heights become
higher with decreasing a and are clearly divided into the two phases as demonstrated in
chapter 7 although the WD masses change.

10.2.1 Parameters of V1223 Sagittarii

The specific accretion rate of V1223 Sagittarii is statistically limited as a > 0.5 and its WD
mass is MWD ∼ 0.80 M� in the a range. As shown in chapter 7, for MWD = 0.8 M�, the
accretion column structure is converged and dose not change a > 31 except the accretion
column height. Therefore, when the model fitting is performed with a > 31, the obtained
parameters should be identical to those of a = 31. As a result, we determined that MWD =
0.83+0.08

−0.04 M�, Z = 0.24+0.02
−0.03 Z�, NH = 9.0+3.0

−5.6 × 1022 cm−2, NH PC = 120+51
−36 × 1022 cm−2

and CCP = 0.39+0.10
−0.06 for V1223 Sagittarii, where the fitting results with a giving lowest

χ2 are adopted as central value. Similarly, we can limit the accretion column height as
h < 0.09 RWD. The estimated WD mass is consistent with past studies, for example,
MWD = 0.82+0.05

−0.06 M� (Hayashi et al., 2011) which utilized the Cropper accretion column
model and reflect spectral model in XSPEC. These fact clearly indicate that for V1223
Sagittarii the Cropper model is good approximation because a is sufficiently high, and
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EX Hydrae, respectively, overlaid on the observed spectra of V1223 Sagiitarii (left panel)
and EX Hydrae (right panel). The crosses, solid lines, dotted lines and dashed lines
represent the data points, the total model, the intrinsic thermal emission model (Acrad),
its reflection (reflect) model, and the fluorescent iron Kα line (Gaussian). The lower
panel shows the fit residual in units of σ.
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simultaneously the Acrad model is exact. The obtained abundance strongly reflects that
of iron as the energy band above 5 keV is used and agrees with that of iron Hayashi et
al. (2011) ZFe = 0.28+0.03

−0.02 Z�. On the other hand, as for the partial covering absorption
for mimic the reflected spectrum, NH and NH PC are not consistent with estimation of
NH PC = 219+29.7

−25.7 and CCP = 0.50+0.04
−0.02 of Yuasa et al. (2010) where the partial covering is

used. These discrepancy might be caused by difference of fitted energy band between our
5-50 keV and 3-50 keV of Yuasa et al. (2010). We have measured the accretion column
height at h < 0.07 RWD with the X-ray reflection by the WD surface in chapter 9. Then
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the expectation of our accretion column height with the best-fit parameters h < 0.09 RWD

is consistent with the observational result.
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10.2.2 Parameters of EX Hydrae

a of EX Hydrae is limited as a < 0.007 with χ2
µ and f . This result indicates that the

Copper model is not valid for EX Hydrae because a is importantly low. With the statistic
limitation of a and a > 0.0003 required by f < 1, we can determine the parameters as
MWD = 0.83+0.03

−0.10 M�, Z = 0.56+0.04
−0.04 Z�, NH = 3.8+1.9

−1.5 × 1022 cm−2, NH PC = 268+145
−135 ×

1022 cm−2, CCP = 0.37+0.10
−0.26 and 0.6 < h < 1.2 RWD. The estimated WD mass corresponds

to MWD = 0.790 ± 0.026 M� of Beuermann & Reinsch (2008) where the binary motion
method referred as section 2.4.2 is utilized. Moreover, our WD mass estimation is weighter
than the past estimations with X-ray by about 0.4 M�. On the other hand, if a is
higher than 1 g cm−2 s−1 where the Acrad is almost identical to the spectrum of the
Cropper model, the WD mass was estimated at 0.46+0.01

−0.02 and consistent with the past
estimations with X-ray, which represents the exactness of Acrad model. Furthermore,
these result is very important because they indicate that difference of a must be taken into
account for the WD estimation with X-ray. Our Z also agrees with the iron abundance
of ZFe = 0.56+0.02

−0.03 Z� of Yuasa et al. (2010). The parameters of partial covering are
inconsistent with estimations of Yuasa et al. (2010) NH PC = 101+13

−12 and CPC = 0.43+0.05
−0.04

as V1223 Sagittarii. The accretion column height was measured as h ∼ RWD by Allan et
al. (1998), which is consistent well with the calculation of our accretion column model,
0.6 < h < 1.2 RWD. We note the shape of the temperature and density distributions
in the accretion column structure are converged and dose not change a > 1 g cm2 s−1

for MWD ∼ 4 M� except the accretion column height. In spite of the invariable χ2 is
reduced in a > 1 g cm2 s−1. This is because the energy center of the He-like iron Kα
line composed by some line is shifted due to change of the line intensity ratio between
forbidden and intercombination lines because the absolute value of the density changes
even in a > 1 g cm2 s−1. However, we rejected the range of a since the significantly high a
is not plausible for the low accretion rate of EX Hydrae, the consistency with other reliable
WD mass estimation and measurement of accretion column height, and systematic error
of the response function.
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Figure 10.12: Mass accretion rates of V1223 Sagittarii (black) and EX Hydrae (red) with
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10.3 Comparison with Cylindrical Model

We also constructed a spectral model of the cylindrical accretion column involving a as
fit parameter, and fitted to observed spectra in the same way with the dipolar although
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the dipolar geometry is apparently better assumption as the accretion column geometry.
Here we adopted EX Hydrae as the sample for the spectral model comparison because
the spectrum of V1223 Sagittarii can be reproduced well by the Cropper model, that is,
the cylindrical model due to its high a. The best fit parameters of EX Hydrae with the
cylindrical model are listed in table 10.3. Figure 10.15 and 10.16 are the comparisons
between the dipolar and cylindrical model about χ2

µ with 248 of d.o.f and WD mass. As
shown in figure 10.15, with high a above 0.1 g cm2 s−1, χ2 is almost identical between the
dipolar and cylindrical models. Actually, in reasonable a region shown in figure 10.15,
the margin of χ2 is smaller than 2.706 for a above 0.1 g cm2 s−1 (table 10.3). On the
other hand, for low a below 0.1 g cm2 s−1, the margin becomes significant and the dipolar
model gives statistically better result than the cylindrical one. At both ends of a, χ2 of the
cylindrical model becomes better, however we rejected the outside of the shown range ofa
with same reason for the dipolar model (section 10.2). Figure 10.16 shows the WD masses
given by the dipolar and cylindrical models. The WD masses estimated the both models
are consistent for high a as χ2 because the shape of temperature and density distributions
of the accretion column are almost identical in the range of a. For low a, the estimated
WD masses are drastically different between the models. The WD mass by estimated the
cylindrical model slightly changes, ∆MWD ∼ 0.02M� which is very important because
this means that the cylindrical model can not accord with the binary motional method
even if difference of a is considered. These results evidently mean that the dipolar model
is more accurate than the cylindrical one.
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Figure 10.15: Reduced-χ2 of the spectral model fittings using phabs × pcfabs ×
(Acrad+Gaussian) model (black) and a model in which Acrad component in the above
fitted model replaced by the cylindrical one (red). Degrees of freedom are 248 for the
both case.
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Figure 10.16: WD mass of the spectral model fittings using phabs × pcfabs ×
(Acrad+Gaussian) model (black) and the model in which Acrad component in the above
fitted model replaced by the cylindrical one (red).





Chapter 11

Conclusion and Future Prospect

11.1 Conclusion

In this thesis, we have investigated the post-shock accretion column structure by the
numerical solution of the hydrodynamical differential equations. Based on the calculated
post-shock accretion column structure involving the change of a, dipolar configuration
and thermal non-equilibrium among ion, electron and ionization, we have constructed
the new spectral model of the accretion column called ”Acrad”. Furthermore, we have
applied the Acrad model to the Suzaku observations of two of the most famous IPs, V1223
Sagittarii and EX Hydrae.

The past standard post-shock accretion column structure model called as Cropper
model left some problems. The Cropper model assumes a = 1 g cm−2 s−1, the cylinder
as the accretion column geometry and thermal equilibrium between ion and electron.
However, a should be widely different among IPs, and the shock height becomes higher
and the density of the accretion column becomes lower as a decreases. Therefore, decrease
of a leads to the crash of the cylindrical approximation and the enhancement of the non-
equilibrium. In fact, there are some observational contradictions that in some IP, the WD
masses measured with X-ray based on the Cropper model is lighter than that measured
with other methods using binary motions or nova light curves, and the directly observed
accretion column height of EX Hydrae h ∼ RWD is also inconsistent with that expected
by the Cropper model h � RWD. Moreover, the significant discrepancies of the WD
masses are shown in low a system such as EX Hydrae and massive WD system such as
GK Perseus.

We have begun by investigation of the cylindrical post-shock accretion column struc-
ture changed with difference of a involving the non-equilibrium between ion and electron.
We have solve the hydrodynamical differential simultaneous equation of the momentum
equation, energy equation and continuum equation assuming rhov = a which means the
shape of the accretion column is cylinder.The density is directly reduced by decrease of
a according to the continuum equation although its distribution hardly changes. As the
density reduction, the radiation cooling is reduced and the cooling time is expanded, and,
as a result, the accretion column (h) significantly lengthens. The relation between a and
h is divided by h ∼ 0.2 RWD into two phases, that is, high a where h ∝ a−1 and low
a phase where h ∝ a−0.3. The accretion column height normalized by RWD is higher in
more massive WD. Note that the accretion column height may be identical to or exceed
the WD radius depending on a, which clearly means that the cylindrical approximation
fails. In the high a phase, the temperature distribution of the accretion column hardly
depends on a. On the other hand, when the accretion column lengthens and becomes

135



136 CHAPTER 11. CONCLUSION AND FUTURE PROSPECT

nonnegligible height comparing RWD, the released energy is decreased in the shock at top
of accretion column and the temperature of the accretion column is reduced. Simulta-
neously, the temperature distribution changes and, with even lower a the energy input
by gravity overcomes the radiation cooling. Then, the temperature peak emerges in the
middle of the accretion column and the prominent temperature peak is formed close to
the WD surface with fully low a. These temperature distribution more easily changes
in more massive WD because more massive WD causes faster accretion flow which leads
lower density following the continuum equation and easier propagation of the physical
state of the top of the accretion column. The non-equilibrium between ion and electron
is also enhanced with lower a and more massive WD. Influence of abundance giving on
the accretion column structure is limited because the abundance of IPs are lower than
0.6 Z� in general although higher abundance enhances the radiation cooling and shortens
the accretion column. As described above, we have revealed that the accretion column
structure is significantly changed with a and its height may become to be equivalent to
the WD radius. Then we need to consider the magnetic dipolar geometry.

Secondly, we have taken into account the magnetic dipolar geometry, in other words,
replaced the continuum equation with ρvS = a which includes the cross-section change.
The cross-section change lead to the nozzle effect, which converts the thermal energy
into that of the bulk motion.As the cylindrical post-shock accretion column, the dipolar
accretion column occupy the two phases divided by h ∼ RWD. In low a phase, the
accretion column height relates with a as h ∝ a−0.15 while in high a phase relates as
h ∝ a−1 similar to the cylindrical. In high a phase, the structure of the dipolar accretion
column except its height and density dose not depend on a and is identical to that of
the cylindrical. On the other hand, in low a phase, the effect of extend of the cross-
section of the accretion column which causes the nozzle effect and simple attenuation of
the density emerges and therefore, the density becomes lower than that of the cylindrical.
At the same time, the density distribution of the dipolar accretion column depends on
a although the cylindrical dose not. The temperature distribution is also lower than
that of the cylindrical because the nozzle effect reduces the temperature. As a result,
the temperature peak emerging in the low a phase of the cylindrical disappear. On the
other hand, since the energy conversion between ion and electron is suppressed by the
reduction of the density and the faster flow, non-equilibrium area significantly extends
and may extend in the bulk of the accretion column. Furthermore, in extreme case
such as massive WD of 1.4 M� and low a of 0.001 g cm−2 s−1, the prominent electron
temperature peak emerges close to the WD surface similar to the averaged temperature
of the cylindrical. Then, we have obtained the post-shock accretion column structure
involving the difference of a, magnetic dipolar geometry and equilibrium between ion and
electron.

Next, in order to compare observations to our accretion column model, we have con-
structed the spectrum model. After the post-shock dipolar accretion column was divided
into one hundred components and spectra of the each components were calculated with
SPEX involving the ionization non-equilibrium of iron ion, the all spectra were summed
up to gain the entire spectrum of the accretion column. As a decreases and, therefore,
the accretion column temperature reduces, the hard X-ray continuum reduces regardless
of the WD mass. As for line emissions, for somewhat light WD as below 1 M�, He-like
and H-like iron Kα lines become more intense and weaker, respectively, as a decreases.
On the other hand, for massive WD, both He-like and H-like iron Kα lines become more
intense as a decreases because most iron ions is fully ionized with higher a due to very high
temperature. The 3360 spectra have be calculated with log a = -4, -3.75, -3.5, -3.25, -3,
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-2.75, -2.5, -2.25, -2, -1.5, -1, -0.5, 0, 0.5, 1, 1.5 and 2, MWD between 0.4 and 1.4 per 0.05
MWD, and Z between 0.1 and 1 Z� per 0.1 Z�. And then, the spectra have interpolated
with spline function for a and linear function for MWD and Z, and are eventually added
in XSPEC as Acrad model.

We have observed high mass accretion IP V1223 Sagittarii and low mass accretion
IP EX Hydrae with Suzaku satellite which have large effective area and good energy
resolution in iron K-shell energy band, and high detection sensitivity in hard X-ray band.
Before application of the Acrad model to these Suzaku observation, we have measured
the accretion column height of V1223 Sagiitarii which had not been measured with the
reflected X-ray. And we have obtained strong restriction of the accretion column height
as h < 0.07 RWD.

We have applied the Acrad model to the Suzaku observations of V1223 Sagittarii and
EX Hydrae. Then we have estimated various parameters of V1223 Sagittarii as log a > 0,
MWD = 0.83+0.05

−0.04 M�, Z = 0.24+0.02
−0.03 Z�, NH = 9.0+3.1

−5.6 × 1022 cm−2, NH PC = 120+46
−36 ×

1022 cm−2, CCP = 0.39+0.10
−0.06 and h < 0.036 RWD. Our MWD and Z are consistent with

past results based on the Cropper model, which indicate the exactness of the Acrad model
because the estimated a is sufficiently high and the post-shock accretion column structure
is completely identical to the Cropper model. The accretion column height expected by
our accretion column model using the obtained parameters is also consistent with our
direct measurement. Similarly we have estimated parameters of EX Hydrae as −3.5 <
log a < −2.5, MWD = 0.83 ± 0.03 M�, Z = 0.56 ± 0.04 Z�, NH = 3.8+1.3

−1.4 × 1022 cm−2,
NH PC = 268+145

−91 × 1022 cm−2, CCP = 0.37+0.10
−0.11 and 0.73 < h < 1.2 RWD. Our MWD

corresponds to that measured by the binary motional method. These result shows that
difference of a must be considered for WD mass estimation with X-ray and made up
longstanding problem of the WD mass in EX Hydrae. The spectral difference between
V1223 Sagittarii and EX Hydrae is cause by only difference of a. On the other hand,
assuming a > 1, the WD is estimated at 0.46+0.01

−0.02 M�, which is consistent with results
based on Cropper model and means that the Acrad model is correct. As for the accretion
column height, our calculation with estimated parameters and the observation is well
consistent. As above, we have succeeded in the establishment of the WD mass estimation
method using X-ray.

11.2 Future Prospect

Our accretion column model and its spectral model may revise the WD masses of most
IPs then we need to apply Acrad model to many observations in order to re-evaluate the
WD mass function in IPs. Furthermore, we will involve the cyclotron radiation into our
model to extend the range of application to polars.





Appendix

Discovery of spin-modulated Florescent Iron Kα line

We detect a fluorescent iron Kα emission line in V1223 Sagittarii, whose central energy
is discovered to be modulated with the WD rotation for the first time in magnetic-CVs
(Hayashi et al., 2011). Detailed spectral analysis indicates that the line comprises of a
stable 6.4 keV component and a red-shifted component, the latter of which appears only
around the rotational intensity-minimum phase. The equivalent width (EW ) of the former
stable component ∼80 eV together with the measured Ω indicates the major reflector is
the WD surface, and the shock height is not more than 7% of the WD radius. severe
constraint in non-eclipsing IPs. The red-shifted iron line component can be interpreted
as emanating from the pre-shock accretion flow via fluorescence. Its EW (28+44

−13 eV) and
the central energy (6.30+0.07

−0.05 keV) at the intensity-minimum phase are consistent with this
interpretation.

11.3 Analysis and Results

11.3.1 Timing Analysis

In order to evaluate the period of the WD spin, we first carried out an FFT analysis with
the barycentric corrected light curve of the XIS, and identified a rough spin period. We
then performed an epoch-folding analysis and produced a periodogram, which is shown in
Fig. 11.1. As a results, we got the period of 745.7 ± 1.1 sec, which is consistent with 745.6
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Figure 11.1: Periodogram calculated from background subtracted XIS light curve in the
0.5-11.5 keV energy band. The horizontal and vertical axes show trial periods and χ2,
respectively. The χ2 values are evaluated with light curves with 31 bin/cycle. The trial
period step is 0.01 s. The maximum χ2 is obtained at the period 745.7 s.
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sec (Jablonski & Steiner, 1987) measured with an optical photometry. Fig. 11.2 shows
light curves folded at the spin period thus determined. The energy bands are common
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Figure 11.2: Folded light curves at the period of 745.7 s. They consist of 31 bins and 9
bins per cycle for the XIS and the HXD-PIN, respectively. The vertical axis of each panel
is scaled so that the minimum and the maximum values are 0.65-times and 1.35-times of
the averaged counting rate, respectively.

with those adopted in Fig. 9.2. The profile of the folded right curves are almost sinusoidal
in the energy band below 4 keV. In the energy band above 4 keV, on the other hand, a
flat profile appear at around the peak phase of the modulation. As shown in Fig. 11.3,
the modulation depth evaluated by fitting the light curves with constant plus sinusoid
decreases with increasing energy, which is consistent with the previous results (Osborne
et al. (1985); Taylor et al. 1996).

11.3.2 Phase-resolved Spectral Analysis for V1223 Sagittarii

We have shown the spectral analysis for averaged spectra of V1223 Sagittarii (section
9.3.1). We carried out phase-resolved spectral analysis by sorting the data according
to the WD spin phase. First, we created spectra of the phases 0–0.1, 0.1–0.2, 0.2–0.3,
. . ., 0.9–1.0 in Fig. 11.2 and calculated the ratios of these spectra to the phase-averaged
spectrum. The results are shown in Fig. 11.4. Significant variation of the spectra is
detected below 10 keV where the photoelectric absorption can affects the spectra. By
contrast, no significant variation was detected above 10 keV. These results are as expected
from the energy dependence of the folded light curves in Fig. 11.2.

Second, we fitted the model defined in section 9.3.1 to the spectra and evaluated
physical parameters quantitatively in each phase. Considering data statistics, we divided
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Figure 11.3: Fractional spin-modulation amplitude as a function of the X-ray energy.
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Figure 11.4: Ratios of phase-resolved spectra to the averaged spectra. The spin cycle
is segmented into 0.1 phase intervals, where the phase 0 corresponds to the rotational
intensity-maximum phase. Black, red and green colors are the same as in Fig. 9.3 and
9.4.

the spectra into the following 8 phases: 0–0.25, 0.125–0.375, 0.25–0.5, 0.375–0.625, 0.5–
0.75, 0.625–0.875, 0.75–1.0, 0.875–1.125 of Fig. 11.2. Note that these phases have some
mutual overlap. In the fitting, we fixed α at 0.43 (Falanga et al., 2005), which is obtained
based on the Cropper model. We also froze Ω/2π equal to unity, which is consistent with
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Figure 11.5: Best-fit model to the spectra integrated over the 0.875-1.125 phase of
Fig. 11.2. The color assignment is the same as in Fig. 9.3 through 11.4.

the value from the fit with α = 0.43 (table 9.4). We fixed Tmax, ZO, and ZFe at the values
obtained from the phase averaged spectral fitting where α was fixed at 0.43 (table 9.4).
On the other hand, the inclination angle of the reflector i was set free to vary because
it should depend on the spin of the WD. The 5–50 keV band was used as the averaged
spectral analysis.

In Fig. 11.5, we showed the result of the fit in the 0.875–1.125 phase as an example
which covers the peak of the X-ray modulation. The best-fit parameters are summarized
in table 11.1 and are shown in Fig. 11.6. The fits are generally acceptable at the
90% confidence level. The parameter that shows the most significant spin modulation
is hydrogen column density NH, as demonstrated in panel (b), which varies by up to a
factor of two among the phases and is inversely correlated with the X-ray light curve. The
modulation of i is not clear. Although i seems larger at around the intensity-minimum
phase, the statistical errors are somewhat too large as shown in panel (e). The central
energy of the fluorescent iron Kα line shown in panel (c) shifts significantly from 6.40 keV
to maximally 6.38 keV at the intensity-minimun phase, while its width does not change
within statistics errors (panel (d)). The EW (panel (f)) may be anti-correlated with the
X-ray modulation, though it is critical statistically.

At the end of this subsection, we would like to remark on the central energy shift of
the 6.4 keV line at the intensity-minimum phase in Fig. 11.1(c). It is wellknown that the
line central energy is sensitive to the evaluation of the slope of underlying continuum.
Accordingly, we have simulated the phase-resolved spectra with the fakeit command in
XSPEC by varying NH in the range 1–50×1022 cm−2. In doing this, we used XIS0, 1, 3
and PIN and created combined spectra in the 5-50 keV band with exposure times equal
to those of the phase-resolved spectra. The parameters except NH are fixed at the best-
fit values (table11.1). As a result of the fits, we found that the shift of the line central
energy is 5 eV at the phase 0.375-0.625 where the central energy shift of 6.4 keV line
is maximum. We therefore conclude that the line central energy shift of ∼20 eV at the
rotational intensity minimum phase is real.
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Figure 11.6: The rotational modulation curves of (a) 0.1-11.5 keV X-ray count rate, (b)
the hydrogen column density NH, (c) the central energy of the fluorescent Kα line, (d)
the energy width of the Fe-I Kα line, (e) the inclination of the reflector i, and (f) the
equivalent width EW of the Fe-I Kα line. Modulations of NH and the center energy of
the Fe-I Kα line is significant.

11.4 Discussion

11.4.1 The Nature of the Fluorescent Iron Kα Line

Origin of the Energy Shift of the Line

As demonstrated in Fig. 11.6 and table 11.1, we detected spin-modulation of the central
energy of the fluorescent iron Kα line that becomes minimum at the spin-minimum phase.
This characteristic can be understood in the framework of the accretion curtain model
(Rosen et al., 1988) accepted widely today, in which the X-ray intensity modulation
is caused mainly by photoelectric absorption in the pre-shock accretion column. The
spin-minimum phase occurs when the upper accretion column points to the observer,
at which configuration the observer looks down the post-shock plasma through the pre-
shock absorbing matter. At the peak phase, on the other hand, the absorption effect
is minimum, and the second pole may appear depending on the inclination angle. The



144 CHAPTER 11. CONCLUSION AND FUTURE PROSPECT

observed line-of-sight hydrogen column density (panel (a) and (b) of Fig. 11.6) behaves
according to this picture. The observed red-shifted fluorescent iron line component can
be attributed to the pre-shock accreting matter which flows away from the observer to the
WD. Ezuka & Ishida (1999) pointed out based on ASCA observations of ∼20 mCVs that
the fluorescent iron line mainly originates from the WD surface, and indicated significant
contribution from the pre-shock accretion column as well if the thickness of the accretion
column is >∼1023 cm−2. Since the rotational speed of the WD surface (= 2πRWD/Pspin)
is 60 km s−1, the energy shift of the line associated with the WD rotation amounts only
to ∼1 eV. Consequently, the energy shift of the iron line is most likely attributed to the
contribution from the pre-shock accretion column.

Identification of the Fluorescent Iron Kα Line from the Pre-shock Accretion
Column

To further confirm the fluorescence Fe line emission originating from the pre-shock ac-
cretion column, we looked into the phase-resolved spectra in the 5–8.5 keV band in more
detail. First, we fitted the same model as in section 11.3.2 but with the iron line central
energy and its width being fixed at 6.4 keV and 0 keV, respectively. We fixed all the
continuum parameters at their best-fit values (table 11.1), but only the normalization is
set free to vary. The top and middle panels of Fig. 11.7 are the results of the fits to the
spectra at the spin-maximum and the spin-minimum phases (0.875-1.125 and 0.375-0.625,
respectively, see Fig. 11.2) of the X-ray intensity modulation. In the spin-maximum phase,
it is clear that the structure of the line can be reproduced well only with a single narrow
Gaussian. In the spin-minimum phase, on the other hand, a slight wiggle remains cen-
tered at ∼6.25 keV in the residual panel, although the fit itself is statistically acceptable
(χ2 (d.o.f.) = 231.15 (230)).

In order to fill the residual, we added another Gaussian in the model and fitted it to
the phase-resolved spectra. The best-fit parameters are summarized in table 11.2. Here
the width of the second Gaussian is fixed at 0 keV. As suggested from Fig. 11.7, the
second Gaussian is found not required at some phases statistically, and hence, we added
it only to the phases where significance of the F -test exceeds 80, whose values are listed
at the bottom line of table 11.2. As evident from the table, introduction of the second
Gaussian significantly improves the fits at phases close to the spin-minimum phases. The
shift of the central energy of the second Gaussian is the largest at the phase 0.25-0.5
where the central energy becomes 6.29 keV. The EW of the component is approximately
30 eV while the uncertainties are somewhat large. The bottom panel of Fig. 11.7 shows
the XIS spectra fitted with the model including the two Gaussians, as an example. The
wiggle in the residual plot of the top panel disappears.

Origin of the Red-shifted Iron Kα Line

At the spin-minimum phase, we have succeeded in resolving the red-shifted fluorescent iron
Kα line whose central energy is 6.30+0.07

−0.05 keV at the phase 0.375-0.625. The corresponding
line-of-sight velocity is 4.7+2.3

−3.3 × 103 km s−1. This agrees well with the free-fall velocity

onto the WD =
√

2GMWD/RWD = 5.6± 0.4 ×103 km s−1. Since the pre-shock matter is
expected to flow toward the WD at the free-fall speed, and to be maximally red-shifted
at the spin-minimum phase, the red-shifted iron line must originate from the pre-shock
accreting matter via fluorescence due to irradiation from the post-shock plasma. The
WD surface velocity can not explain the observed velocity shift (section 11.4.1). In the
WD rotation picuture, relative phasing of the line energy shift with respect to the X-ray
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Figure 11.7: The 5-8.5 keV spectra fitted with a single Gaussian at the intensity-peak
phase 0.875-1.125 (top) and the intensity-minimum phase 0.357-0.625 (middle). The with
of the Gaussian is fixed at σ = 0 keV. (Bottom) The same as the middle panel but fitted
with two Gaussians.

intensity modulation is somewhat different from what is observed, and at some phases a
blue-shifted component must have been detected.

Verification with equivalent width

The EW of the red-shifted iron line has been estimated to be EW = 28+44
−13 eV at the

0.375-0.625 phase. The EW of fluorescent iron Kα line from point-like source surrounded
by matter with a column density of NH by a 2π solid angle

EW =
1

2
β

NH

1021 cm−2
[eV] (11.1)
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(Ezuka & Ishida, 1999). The factor 1/2 is introduced because we consider fluorescence
of the accreting matter and hence the hemisphere not occupied by the WD. β is the
correction factor of spectral shape of an ionizing continuum, and β = 1 if the continuum
is a power law with a photon index of 1.1 (Inoue 1985). The EW scales with power of
continuum to ionize iron K-shell, and can be described with the ionizing spectrum fI as

EW ∝ 1

fI(EKα)

∫ ∞

EK edge

fI(E)σFe(EK edge, E)dE, (11.2)

where EK edge and EKα are the energies of the iron K edge and the central energy of
the neutral iron Kα line, which are 7.1 keV and 6.4 keV, respectively. σFe(EK edge, E)
is the photo ionization cross section of iron K-shell (?). β can be obtained by the ratio
of Eq. (11.2) calculated with the multi-temperature plasma spectrum to that calculated
with a power law with Γ = 1.1. In our case, the multi-temperature plasma with kTmax =
37.9 keV results in β = 0.73. The hydrogen column density at the spin-minimum phase
has been evaluated NH = 12.3+1.7

−2.5 × 1022 cm−2 (table 11.1). Note that correction of the
iron abundance is not necessary in Eq. (11.1) because both the equivalent width and NH

scale in proportion to the iron abundance. Consequently, the EW of the fluorescent iron
Kα line from the pre-shock accreting matter is expected to be EW = 44.9+6.2

−9.1 eV. This
value agrees with the observed one 28+44

−13 eV.
We note that we have to adopt NH in Eq.(11.1) which is averaged over the hemisphere

not occupied by the white dwarf. It is, however, impossible to evaluate the averaged NH

because we can measure the thickness of matter on the line of sight. As an approximation,
we might have used the phase-average value listed in table 11.2, since we can observe the
post-shock plasma from different directions using the WD rotation. However, line-of-sight
NH varies in a small range 0.58-1.31×1023 cm−2. Accordingly, it does not matter to use
the NH at the spin-minimum phase as a representative, considering the large error on the
observed EW .

In summary of this subsection, we detected the iron Kα line component whose central
energy is modulated synchronized with the WD rotation. Its modulation pattern (max-
imal energy shift at the X-ray intensity minimum), amount of energy shift, and EW all
indicate that the line originates from the pre-shock accreting flow via fluorescence due to
irradiation of the post-shock hot plasma emission.

11.5 Conclusion

We have reported results of the Suzaku observation of the typical IP V1223 Sgr in 2007
April. The WD spin period is measured to be 745.7 ± 1.1 s, and the amplitude of the
X-ray modulation is deeper in higher energy bands. This modulation is mainly caused by
a rotational modulation of the hydrogen column density of order NH ' 1023 cm−2, which
is twice as large in the spin-minimum phase as in the spin-maximum phase. This fact is
consistent with the accretion curtain model in which the observer looks down the upper
accretion pole in the spin-minimum phase.

We have found a spin modulation of the central energy of the fluorescent iron Kα emis-
sion line for the first time in magnetic-CVs which varies between 6.38 keV and 6.40 keV
with the maximum red-shift at the spin-minimum phase. More detailed analysis has re-
vealed that the iron line can be decomposed into a stable 6.4 keV component and another
red-shifted component which manifests itself around the spin-minimum phase at an en-
ergy of ∼6.3 keV. The equivalent Doppler velocity of the latter component 4.7+2.3

−3.3 × 103
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km sec−1 and its observed EW of 28+44
−13 eV are both consistent with an interpretation that

it originates from the pre-shock accreting matter via fluorescence due to irradiation of the
post-shock hot plasma emission. The observed EW of the former stable component, on
the other hand, is ∼ 80 eV. Considering the ionizing power of the irradiating thermal
spectrum and the observed iron abundance, we have confirmed that the iron Kα line with
this amount of EW can be emitted from the WD surface via fluorescence. The shock
height is evaluated to be small enough compared to the radius of the WD.
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